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Stopping-power ratios are a function of field size and vary with accelerators. To investigate how
these variations affect relative output factor measurements made using ion chambers for electron
beams, especially for small fieldsl /)% is calculated using the Monte Carlo technique for
different field sizes, beam energies, and accelerators and is compared to the data in TG-21 or
TG-25, which are for mono-energetic broad beams. For very small field sizes defined by cutouts, if
the change in I(/p) ¥ with d. is ignored(i.e., TG-25 is not carefully followed there is an
overestimate of relative output factors by up to 3%. Ignoring the field-size effect on stopping-power
ratio adds an additional overestimate of up to one-half percent, and using mono-energetic stopping-
power ratio data instead of realistic beam data gives another error, but in the opposite direction, of
up to 0.7%. Due to the cancellation of these latter two errors, following TG-25 With){/2**" data

for broad mono-energetic beams will give the correct answer for the ROF measurement within
0.4% compared to usind_(p)22*" data for which the field-size effect is considered for realistic
electron beams. ©€1998 American Association of Physicists in Medicine.
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[. INTRODUCTION significantly toward unity. If this is the case, ignorify,,

The output of electron beam accelerators is strongly depe variation could introduce a couple of percent overestimate of
OFs.

dent on the size of the field. Thus the measurement of out- The water to air restricted mean m llision stoppin
puts for different beam sizes is an important component of € water 1o awateers, cled mean mass coflision S opg) g
is a function of depth in watér®

electron beam dosimetry in clinical practice. This is usuallyPOWer ratio, £/p)zir, , at
done as measurement of the output for a given field siz@‘s discussed below, our calculations show that it is also a

relative to that of a reference field size, i.e., a relative outpu{unCtion of field'size. For electron beam relative output mea-
factor or ROF. Although people use different detectors forsurementsj Wh'Ch are usually donedyf,, for each beam,.
this kind of measurement, such as filrand silicon diodé, ~ Prepl IS 8un|ty if a well-guarded plane-parallel chamber is
in most clinics ion chambers are used. To convert ionizatiortSed” " For cylindrical or poorly guarded plane-parallel

to absorbed dose to water, a fundamental equation of iof"@MPErsPrey is also a function of depth in phantom.
chamber dosimetfyis Given the above variations in these parameters, the rela-

tive output factorROPF of beams with different field sizes
defined by cutouts within a given applicator are deduced

Duwate= MNgad L/p) 52 PionP repPwail (1) from measurements as:
whereM is the electrometer readindy,sis the cavity-gas ROF(A) = (DIU)(A,dmay
calibration factor which is a constant, am,n, P epi, Pwa (D/U)(Ag,dmaxo
are ion recombination, replacement, and chamber wall cor- _
rection factors, respectively, which may vary \{1\;;::11 beam con- (M/U)(A,dmad - (LIp ‘;Vi";“e'lA,dmax' Prepld, ..,
ditions. P, is taken as unity for electron beafrend hence = = wale )
is constant. The value d®,,, does not change significantly (M/U) (Ao, dmaxo) * (L/p)ar 1A0vdmaxo' Prep||dmax0
with dose ratgand hence field size and depth in a phantom )

whenP,,, is close to unity, although the size of the correc-

tion is proportional to the dose rate. HoweverPif,, is not  whereD/U, M/U are dose and ionization reading per moni-
close to unity, which might happen with a high-dose ratetor unit, respectivelyA is the field size defined by the cutout,
pulsed-swept beam, halving the dose rate would reduce @ndA, is the reference field size; we have ignored any varia-
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100 and Eq.(3) should not be used in ROF measurement for

6 MeV 6 MeV

80 10x10 ) w! 0x10 applicator small fields. .
2 0 R_2x2 cutout Since TG-21 or TG-25 only givel(p)¥®®],, 4  for
o] . i i M max .
2 0 ; broad beams, the stopping-power ratio for the smaller field
S H H wate H i
i ,isn vailable. Hence E
20 | © calculated o calculated Sizes, 1.e K'/p).alr ’I_Arqux ' S not a .a able. Hence 012).
— measured — measured X cannot tbe applied in chm::al practice. Instead, the ratio of
. . . . L2 wate wate ; ; ;
R S S (L/p)air Ty, 10 (LIP)air N, iS used in Eq.(2) if
100 T A eV ' ' TG-25 is carefully followed clinically. This paper will inves-
. 13 MeV tigate how this approximation in TG-25 affects ROF mea-
80 10x10 S ! & /7. water ;
© g 10x10 applicator surements. Furthermore, thé/p)3>* data in TG-21 or
o 60 ® 2x2 cutout ;

K] R TG-25 are for mono-energetic beams. In the real world, the
* 40 beams from clinical accelerators are neither mono-energetic
20t ° ﬁ?:;‘;'j::g ° :f:;i'j::g A nor parallel. Values ofl(/p) %2 for the realistic beams from
0 , . . clinical accelerators differ by up to 1.4% from values for
6o 2 4 6 0 2 4 6 8 mono-energetic beams df,,, for broad beam&! In this pa-

depth in water / cm depth in water / cm —

per we will use [/p)i2'® data for realistic beams from
Fic. 1. Depth-dose curves of 6 and 13 MeV beams at S8 cm. The ~ Monte Carlo simulation and compare the results with those
measurements are done using a silicon diode detector. The Monte Carigsing TG-21 or TG-25 data.
calculated curves agree with measurement very well. Signifitggtshifts For good clinical practice, one also needs to pay attention
are also shown. .

to other effects for small fields, such as the stem effect or
polarity effect®!? We will not discuss these effects in this

L . . r.
tion in P,,, and polarity effects. It is well known that for pape

small field sizes, the depth of dose maximuiig,, moves
toward the surface. If one follows the recommendation of thdl. SIMULATION/CALCULATION
AAPM'’s report on clinical electron beam dosimetlG-25,
Khanet al),® then in Eq.(2) one would take into account the
variation of the stopping-power ratio amje, with depth as
dmax changes.

For large fields, there is ndy,. shift among depth-dose

We useseaMm, 3 an EGS4* user code, to simulate realistic
clinical accelerator beams and the central-axis dose in a wa-
ter phantom. Figure 1 presents two pairs of depth-dose
curves for an MD2 accelerator to demonstrate that the agree-

) _ water ment between the calculations and measurements is very
curves, i.e.dmax=0mnaxo- The values of [/p)g; and P, dgood. It also shows the well known fact that,,, changes

n Eq.. (ZI) canct:)el out b_?_ﬁausti thg)(/);a:r? nolt a furt1)ct|on of f'elbsigniﬁcantly for small field beams compared to a large field.
sizen large beéams. Thus the or large beams can be e\ creates phase space files in which the energy,

(r:nacl)zlijtlc?rteudniflsi éhe ratio of the two ionization readings percharge, position, and direction of every particle at the phan-

tom surface are stored. We use these phase space files as
(M/U)(A,dmay) inputs to the EGS4 user codwrrZM>'%to calculate the
(M/U) (A, drmaxd) 3 realistic (L/p)a2"®" curves.sPRRzis also used to calculate
. e (L/p) 2" for mono-energetic beams. In these calculations,
For small fields wheré,,,, values shift significantly com- r ) . .

max ar y the (L/p) 42" values are calculated for on-axis regions with 1

water
pared to th".it of a broad beam, the valueslofi) ;- at the cm diameter to match the situation that a cylindrical chamber
correspondingl . values are no longer the same. The value

) ...~ ~“with a 1 cmlong air cavity is used in the output measure-
of P.ep may change with depth as well, but the variation in g ar WatZr . P
T\ water ments. All of the [/p)y;  calculations are based on the

Prepi IS small compared to that oL(p); . Nonetheless, it stopping powers of ICRU Report 37andA =10 keV. The

should be corrected for, if a cylindrical or poorly guarded o . — " water . .

plane-parallel chamber is used. statolstlcal uncertaintflo) on the L/p)5;  calculations is
Based on the values &, versus mean energy at depth 0.1% or less.

given in TG-21, the effect oP ¢, variation due to thel

shift is up to about one-half percent change in ROFs fon|. RESULTS

MD2 machines for an RK 83-05 chamber with an inner di- . ) )

ameter of 4 mm. This effect is in the opposite direction of” Variations of stopping-power ratios

that due to the I{/p) 42" change with depth. For a Farmer  Figure 2 shows calculated stopping-power ratios versus

chamber with a 6.4 mm inner diameter the effect would bedepth for both mono-energetic and realistic beams. Figure

up to 1%. All measured values oP., are for broad 2(d) presents a comparison of fp)42"" versus depth for

beams!*? Values for small beams are not known, thus inbroad mono-energetic beams of 6 MeV electrons as calcu-

practice we assume they are the same as for broad beamsated here and as given in TG-21 or TG-25. The agreement is

_f TG-25° is carefully followed in clinical practice, this excellent except near the surface where Malamtal.

(L/p) ¥ variation due tod,. Shift is taken into account pointed out that the calculations in TG-21 have some

ROKA)=
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FiG. 2. (f/p)g’i?‘erversus depth curveg) for 13 MeV mono-energetic parallel beams of various field sizes incident on a water ph&ntdon;9 MeV realistic
MD2 beams for various cutout sizel®) for 11 MeV mono-energetic and realistic MD2 broad and narrow bed&dpr different broad beams of 6 MeV
electrons.

approximationg® The calculated reahstld_(/p)alaterdata for central axis fqr a small field .is larger than that of a large
broad 6 MeV beams are also compared in this figure. beam at a given depth, which corresponds to a smaller
Our calculations show that stopping-power ratios are &L/p)a; - value for a small field than that of a large field at
function of the beam field size. In Fig(&, stopping-power that depth. At the phantom surface, the mean energy is about
ratios versus depth are presented for different field sizes fahe same for different field sizéfor mono-energetic beams,
13 MeV mono-energetic parallel beams. The values oft is exactly the sameand hence theL(/p)‘e’IV,‘;lter curves for
stopping-power ratio at a given depth for small fields aredifferent field sizes are the same at the phantom surface.
lower than those for large fields. For exampledagt, in the  Figure Zc) compares the curves for 11 MeV mono-energetic
10x 10 cnf beam(at 2.9 cm, the stopping-power ratio de- and realistic beams. The curves for mono-energetic beams
creases by about 1% as the beam size decreases to aaBvays have larger slopes than those of realistic béams.
X 2 cn? field. At dpayin the 2X 2 cn? beam(at 1.3 cm), the The following observations can be drawn from Fig. 2.
difference of (/p)a2™ values between 1010 cn? and 2 The maximum difference between stopping-power ratios
x 2 cnt fields is only 0.2% since the curves are not spreador realistic beams and mono-energetic beams is more sig-
out at this depth. Figure(B) shows that stopping-power ratio nificant at higher energies for a given accelergtmmpare
curves for realistic beams also differ with field size, althoughFig. 2(c) with Fig. 2(d) for MD2 curved, although at,,, it
in this case slightly less than in the above mono-energetidepends on the position af.,, relative to the crossover
case. The reason for the decrease with field size is that thaoint of (L/p)%2" versus depth for mono-energetic and re-
low energy electrons are easily scattered away from the ceralistic beams. The difference between the curves with differ-
tral axis and a corresponding number are not scattered in f@nt field sizes is also energy dependent. At 6 MeV, the

small fields, thus the mean energy of the beam close to thetopping-power ratio curve for the beam defined by a 5
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TasLE |. Corrections needed for MD2 ROFs for small cutout sizes measured without accounting for charh_ggas)gﬁff"('with depth[Eg. (3)]. Values off[o09
frealistic

andf[f2isic are for the broad beam method based on TGe2ITG-29 and realistic beam data, respectivelfl°" and f123"% are for the field-size dependent

method based on calculated mono-energetic data and realistic accelerator beam data, respectively.

Energy 13 MeV 9 MeV

Cutout/cn? 2x2 3x3 4x4 5X5 10X 10 2x2 3x3 4x4 10x 10
dimax/cm 1.3 2.0 25 2.7 2.9 11 17 2.0 21
f mono 0.965 0.979 0.990 0.995 - 0.968 0.987 0.997

f realistic 0.970 0.983 0.992 0.996 - 0.975 0.990 0.997

f mono 0.963 0.976 0.987 0.993 - 0.965 0.983 0.994

f pealistic 0.967 0.979 0.989 0.994 - 0.972 0.986 0.996

Energy 11 MeV 6 MeV

Cutout/cnt 2%2 3x3 4x 4 5X5 10x 10 2x2 3x3 4x4 10x 10
dnaxdcm 1.2 1.95 2.25 2.45 2.6 1.0 1.25 1.4 1.45
f mono 0.966 0.983 0.990 0.996 - 0.982 0.992 0.998

f redlistic 0.971 0.985 0.992 0.997 - 0.983 0.992 0.998

f mono 0.963 0.979 0.987 0.994 - 0.977 0.989 0.997

f pealistic 0.967 0.983 0.988 0.996 - 0.978 0.989 0.998

x5 cnf cutout is identical to that of the broad bedfig. We have calculatedf;s for open applicators using

2(d)] while for the 13 MeV case there is an obvious differ- (L/p) %3 values for realistic MD2 beams. These correction
ence[Fig. 2@)]. At d,a for small beams, the difference is are within 1% of unity for the smallest applicat¢d cm
larger for lower energies since for low energy beams, curvediamete), even at the higher energies, and are not needed for
of (L/p)¥& versus depth are well spread outdt,, for  other applicators becausig,,, does not shift significantly for
small fields while for high energy beams they are not. Theopen applicators and there is little field-size dependence.
slope of a stopping-power ratio curve also varies with en- In contrast, it is well known that thd,,,, shifts are sig-

ergy, the higher the energy, the smaller the slope. nificant for small fields defined by cutoutsBased on the
dimax data measured by Cyglet al,*® Table | presents cor-
B. Corrections to relative output factors rections based on the differerit/p)¥**" data and methods.

Since d,,, moves upstream for small ﬁe|dsf/(p)\évi?ter To specify TG-21 or TG-25l(/p) %" values the mean inci-

values decrease and thus ROFs for small fields are overes€nt €nergy is calculated based on Rogers and Bielajew's
mated using Eq(3) instead of Eq.(2). To measure ROFs Specification of electron beam enetggnd linear interpola-
accurately, proper values of {p)"2® for the corresponding {ion is applied to the tabulated values. The )37 change
depth and field size should be used. To correct(Brcom- due to thed, . shift is insensitive to the details of the energy

letelv for the effects of chanaes i Ao) 2 one needs which is selected for the TG-21 or TG-25 data. The factors
pietely _ J 0)ar floN° and f[23IS¢ are based on the broad beam method, with
(L/p)at®lad (L/p)Y@" data from TG-21 or TG-25 and from realistic
max air e
fs.™ (Ll )" : (4 MD2 beams, respectively. The factof&" and f{2a"¢ are
ar Ao Amaxo based on the field-size dependent method, with mono-
This is the field-size(f.s.) dependent correction method in energetic and realistic beam data, respectively. _
which values of [/p)"* from curves for different field ~ The factor fiieg which is the factor used if TG-25 is
sizes are used. followed, is about 3% less than unity for<2 cn fields for

The above correction is accurate but it requires knowingll energies except 6 MeYTable ). This means that if Eq.

(L/p)"@" a5 a function of field size for each accelerator(3) is used in ROF measurements for small fields, the ROFs

air .
beam. This makes the correction complicated. Clinically, it isare overestimated by up to 3% based on thép] = data

not practical. A simple approach is to use just broad bearffom TG-25. However, the factofjy,q does not take into

data: account the effect of field size on stopping-power ratio and

(f/p);“;“e'lm ) Egﬁge_znt:re d_ifference inL{ p) Y2 petween realistic and
+Omax getic beams.

(f/p)\;vi?terlxd ’ To takg into account the field-size effect- on stopping—

_ rmaxo power ratio, the factof{’y"°is calculated for different field

The (L/p)¥*" data for mono-energetic broad beams aresizes and energies. This factor still uses stopping-power ratio

given in TG-21 or TG-25. data for mono-energetic beams. The factor is a few tenths

©)

fbroad™
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percent(up to 0.5% smaller than the factof%"% which ~ able at htt_p://www.irs.inr_ns_.nrc.crgggms/papers/SPRRSO/
means the correction is up to 0.5% larger. This is the size o3PrR50.htmi gives a result similar tdy,q,q - (less than 0.3%
the difference of [/p)"2® values between the field size of difference. Since this differs more from the values ">
interest and the reference field at ttgg, of the field of  than fiiczg there is nothing gained from using this more

interest(which tends to be larger at lower energies accurate function for broad beams in this application.

mono

The factorf[22i¢js the same a#l°"%but uses [ /p) 2t

values for incident realistic broad beams instead of thdV. SUMMARY AND CONCLUSIONS
stopping-power ratio data from TG-21 or TG-25 for incident  We have confirmed that when measuring ROFs for small
mono-energetic beams. Since the slope of a broad mongield sizes using ion chambers, considerable care must be

energetic [/p)¥2* data curve is always higher than that of a taken to follow TG-25, i.e., ensure that variations in the val-

curve for a realistic beam with the same mean energy, valuases of (/p)"®" and other factors are taken into account.

of fhroaqin Table | are always smaller thdfe‘?ﬁ!ﬁ‘“for small  |gnoring the variation in I(/p)"®*®" due to the change of
fields ti_yt.up to 0.7%, i.e., the implied corrections are smalleidepth of the measurement point as the field size gets smaller
for firoad by up 0.7% compared ;070 can lead to overestimates of the ROF by up to 3%.

Considering both the field-size effect on stopping-power We have shown that the stopping-power ratio is a func-
ratio and using stopping-power ratio data for realistic beamstion of field size. Ignoring this effect leads to errors in ROF
we calculate the factoi{$™ In Table I, the values of fac- of up to one-half percent for small fields.
tors frong and f{22""are very close for every field size fora  Values of stopping-power ratio also vary with accelerator.
given energy. The analysis of factdi&™ andfc2*®ahove  Using stopping-power ratio data for mono-energetic beams,
shows that the field-size effect and the difference betweemstead of those for realistic beams, introduces an error in
using realistic and mono-energetic stopping-power ratio dat&OF of up to 0.7% for small fields but in the opposite direc-
are in the opposite directions for the correction factors, thusgion of the field-size effect.
tend to cancel each other in factg*" In principle, using Since the error from using stopping-power ratio data for
fiealsic js the most accurate correction. Our calculationsbroad beams and the error from using stopping-power ratio
show that the difference betwee]o"% and f{2si® js no  data for mono-energetic instead of realistic beams tend to
more than 0.4%, which means, from the view of clinical cancel each other, following TG-25 will give an ROF result
practice, following TG-25, i.e., usingfong will correct the for a MD2 machine which is accurate within 0.4% for small
error due to using Eq(3) in the ROF measurement to within fields. Due to the smalled,, shift for other accelerators
0.4%. with beams which are less mono-energetic, this upper esti-

In the example OfE/p)\;vizFlterversus depth for Varian Cli- mate of the error in using the mono-energetic broad beam

nac 2100C acceleratpFig. 2(d)], the difference between the data will still be correct.

values of (/p)“2 for realistic and mono-energetic beams

at dpay in @ 10<10 cn? field is well compensated by the ACKNOWLEDGMENTS

difference between the.(p) ¥ values for 10< 10 cn? and We would like to thank Jan Seuntjens, Iwan Kawrakow,
2% 2 cn? fields at thed s Of the 2x 2 cn field (not shown  Ken Shortt, Blake Walters, Daryoush Sheikh-Bagheri, Miller
in the figure. The difference between usii**“andf"°%  MacPherson, and Michel Proul, all at NRC, for helpful dis-
is thus smaller than 0.4%, which is the difference for thecussions and computer system support. We thank George
same case but for the MD2 machine. Ding of the Fraser Valley Cancer Centre, and Charlie Ma of
For other clinical accelerators which produce “dirtier” Stanford University for helpful discussions.
beams (which means more scattered component in the
beamsy, the d,.x shift is smaller compared to that of the dElectronic-mail: dave@irs.phy.nrc.ca; WWW: http://www.irs.inms.nrc.ca/

. . . inms/irs/papers/irsmww/irs_www.html.
MD2 machine which produces beams which are closer to 1, Niroomand-Rad. M. T. Gillin, R. W. Kline, and D. F. Grimm, “Film

mono-energetic beams. This is especially true for high en- dosimetry of small electron beams for routine radiotherapy planning,”
ergy beams. Although the difference df/p)a2"" between Med. Phys13, 416-421(1986.

2 ; “p -
L ~ . . A. Niroomand-Rad, “Film dosimetry of small elongated electron beams
realistic and mono-energetic beams can be quite lardg.at for treatment planning,” Med. Phyd6, 655—662(1989.

1 . .
for broad beamsup to 1.49%Y), the change in the ratio of 3G G. zhang, D. W. O. Rogers, J. E. Cygler, and T. R. Mackie, “Monte
(L/p)‘;"i?te’ for realistic versus mono-energetic beams with a Carlo calculated electron beam output factors vs cutout size,” Med. Phys.

: : : : Al (submitted.
small Changel—rdm%;‘airusua”y small. Con5|der|ng the field “AAPM TG-21, “A protocol for the determination of absorbed dose from

size effect onl(/p) 5, , which is in the opposite direction t0  high-energy photon and electron beams,” Med. Phys, 741-771
the change in this ratio, the difference between us{iig*" (1983.

5 . _— .
nd fMonoic X ignificantly wor han th J. M. Havercroft and S. C. Klevenhagen, “lon recombination corrections
and fyyq1S NOt expected to be significanty worse than the for plane-parallel and thimble chambers in electron and photon radia-

results for the MDZ machine. _ tion,” Phys. Med. Biol.38, 25-38(1993.
Burnset al?° gave a function which calculates fp) 42" SIAEA, Absorbed Dose Determination in Photon and Electron Beams; An

values for 10 10 cn? realistic beams as a International Code of PracticeVol. 277 of Technical Report Series

. . (IAEA, Vienna, 1987.
function of R_50 over at large range of .depths.m a Water ’P. R. Almond, F. H. Attix, S. Goetsch, L. J. Humphries, H. Kubo, R.
phantom. Using I(/p) " values from this functioravail- Nath, and D. W. O. Rogers, “The calibration and use of plane-parallel

Medical Physics, Vol. 25, No. 9, September 1998



1716 Zhang et al.: Effects of changes in stopping-power ratios 1716

ionization chambers for dosimetry of electron beams: An extension of the R. Mackie, “Beam: A Monte Carlo code to simulate radiotherapy treat-
1983 AAPM protocol, Report of AAPM Radiation Therapy Committee  ment units,” Med. Phys22, 503—-524(1995.

Task Group 39,” Med. Phy21, 1251-126Q01994. . R. Nelson, H. Hirayama, and D. W. O. Rogers, “The EGS4 Code
®A. Van der Plaetsen, J. Seuntjens, H. Thierens, and S. Vynckier, “Veri- System,” Report SLAC-265, Stanford Linear Accelerator Center, Stan-
fication of absorbed doses determined with thimble and parallel-plate ion- ford, CA (1985.

ization chambers in clinical electron beams using ferrous sulphate dosim-5c_ Majamut, D. W. O. Rogers, and A. F. Bielajew, “Calculation of water/
getry,” Med. Phys.21, 37-44(1994. air stopping-power ratios using EGS4 with explicit treatment of
F. M. Khan, K. P. Doppke, K. R. Hogstrom, G. J. Kutcher, R. Nath, S. C. g jactron—positron differences,” Med. Phykg, 1222—12281991).

Prasad, J. A. Purdy, M. Rozenfeld, and B. L. Werner, “Clinical electron- 16A. Kosunen and D. W. O. Rogers, “Beam quality specification for photon
beam dosimetry: Report of AAPM Radiation Therapy Committee Task beam dosimetry,” Med. Phy=0, i181—118&1993.
lOGroup 25,” Med. Phys18, 73-109(1991). . ICRU, “Stopping powers for electrons and positrons,” ICRU Report 37,
K. A. Johansson, L. O. Mattsson, L. Lindborg, and H. Svensson, ICRU. Washington D.C(1984)

“Absorbed-dose determination with ionization chambers in electron and 18 ¢ ’I X AgL' G .X Di ' dE. L “practical bt
photon beams having energies between 1 and 50 MeV,” IAEA Sympo- ©: ~Yg@!€l, A A. LI, ©. X. Ding, and E. awre”nce, ractical approach to
sium Proceedingévienna IAEA-SM-222/35, pp. 243—2701977. electron beam dosimetry at extended SSD,” Phys. Med. B®|1505—
G, X. Ding, D. W. O. Rogers, and T. R. Mackie, “Calculation of 91514(1997)- o ] )

stopping-power ratios using realistic clinical electron beams,” Med. = P- W. O. Rogers and A. F. Bielajew, “Differences in electron depth dose

Phys.22, 489-501(1995. curves calculated with EGS and ETRAN and improved energy range
24 Aget and J. C. Rosenwald, “Polarity effect for various ionization relationships,” Med. Physl3, 687-694(1986.

chambers with multiple irradiation conditions in electron beams,” Med. 2°D. T. Burns, G. X. Ding, and D. W. O. RogersRé, as a beam quality

specifier for selecting stopping-power ratios and reference depths for

Phys.18, 67—72(1991).
13D, W. O. Rogers, B. A. Faddegon, G. X. Ding, C. M. Ma, J. Wei, and T.  electron dosimetry,” Med. Phy23, 383—-388(1996.

Medical Physics, Vol. 25, No. 9, September 1998



