A Monte Carlo derived TG-51 equivalent calibration for helical tomotherapy
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Helical tomotherapy(HT) requires a method of accurately determining the absorbed dose under
reference conditions. In the AAPM’s TG-51 external beam dosimetry protocol, the quality conver-
sion factorkq, is presented as a function of the photon component of the percentage depth-dose at
10 cm depth, %dd.0),, measured under the reference conditions of & 10 cn¥ field size and a
source-to-surface distan¢®SD of 100 cm. The value of %dd0), from HT cannot be used for the
determination ofky because the design of the HT does not meet the following TG-51 reference
conditions:(i) the field size and the practical SSD required by TG-51 are not obtainabl@ atiee
absence of the flattening filter changes the beam quality thus affecting some comporhgnhef
stopping power ratio is not affected because of its direct relationship todP@ddWe derive a
relationship for the Exradin ALSL ion chamber converting the #4683 measured under HT
“reference conditions” of SSD=85 cm and &30 cn? field-size[%dd10),;ut req], to the dosi-
metric equivalent value under for TG-51 reference conditisld(10),y1 16.517] for HT. This
allows the determination oky under the HT reference conditions. The conversion results in
changes of 0.1% in the value kf, for our particular unit. The conversion relationship should also
apply to other ion chambers with possible errors on the order of 0.1920@ American Asso-
ciation of Physicists in MedicingDOI: 10.1118/1.1897084

I. INTRODUCTION quality specifier. The current %dtD), lookup-table forkg is
The clinical introduction of helical tomotherapjTomo- ~ NOt suitable for the HT unit because the TG-51 reference
Therapy Inc., Madison WI(HT)l for external beam radia- conditions are not realized due to the physical design of the

tion therapy requires the accurate calibration of absorbelilT Unitand, to a lesser extent, the differences in beam qual-
dose per monitor unit of delivered radiation. The recom-IY for the same mean incident electron energy impinging on
mended procedure for absorbed dose output calibration dfhe target. _ o .
conventional linear accelerators in North America is the The physical design of the HT unit imposes a maximum
AAPM’s TG-51 protocol, which is based on an ion chamberfield dimension of 5 cm along the axis of the bore at the
calibrated in a referenc®Co beam at a standards [AFhe  Standard 85 cm isocenter instead of the 10 cm required in the

TG-51 protocol is expressed by TG-51 protocol. Furthermore, in HT, the isocenter is at 85
o cm, the bore diameter is 85 cm, and the maximum couch-to-
DV%: MkoN, SVO, (1) isocenter distance is approximately 28.5 cm. It thus becomes

impractical to use 100 cm SSD and 10 cm depth for calibra-
where Dy, is the absorbed dose to water from a beam ofiion as required by TG-51, because this would leave at most
quality Q at the point of measurement in watht,is the fully g few centimeters for backscatter.
corrected eleﬁgtrometer readi?ng is the quallty conversion Furthermore the qua“ty of the beam in the HT unit is
factor, andN,,” is the absorbed dose to water calibrationdifferent from other medical linear accelerators with similar
coefficient for a cobalt beam. The quality conversion factormean incident electron energié MeV) because of the ab-
ko, has been calculated and tabulated in the TG-51 protocaence of a flattening filter. The HT unit is inherently designed
as a function of the percent depth dose at 10[eéwld10),]  to deliver intensity modulated radiation theraghMRT)
from the photon component of the beam measured in watdreatments using its multileaf collimat¢é¥LC) to modulate
at a source-to-surface distan@SD of 100 cm for a field the beam. Since the beam can always be modulated it does
size (FS of 10X 10 cn?. Throughout this manuscript this not use a flattening filter because this would attenuate useful
measurement setup is referred to as the TG-51 reference cophotons and result in prolonged treatment times. The absence
ditions, and %d@L0), is typically referred to as the beam- of a flattening filter produces some appreciable differences in
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the beam’s photon spectrum compared to conventional medthe differences in both the reference geometry and the beam
cal linear accelerators that employ flattening filters. The iorcharacteristics of HT.
chamber measured transverse beam profile from the HT unit
is significantly different from the cross-plane beam profile!l. METHODS AND MATERIALS
from a conventional 6 MV medical linear acceleraffig.  A. lon chamber
e e W s an i A1 Sitacars g, Mt

, , S WI] waterproof ion chamber with 1.1 mm walls of C552
ergy spectrum of the HT unit photon beam is quite different

) ) ) air-equivalent plastic because its small voluf@e056 cn3)
from our calculation of the Varian 2100ERarian 21EX  minimizes volume averaging which could arise from the

conventional 6 MV medical linear accelerator and comprisesionflat beam profilgFig. 1(a)]. The Exradin ALSL(A1SL)

a larger proportion of low-energy photofsig. 1(b)] due to  jon chamber has a cavity diameter of 4.05 mm and a length
reduced beam hardening resulting from the absence of a flatf 4.4 mm. The central electrode of the ion chamber is also
tening filter. The differences in spectrum and the differencecomprised of C552 air equivalent plastic.

in scatter from regions off the central axis result in a depth-

dose curve which differs from that of a conventional medicalB- Ko

linear accelerator under the same measurement conditions. In The quality conversion factoke, which converts £%Co

this work, a new %dd.0), conversion function is deter- absorbed dose calibration coefficient into one suitable for the
mined for use with the TG-51 protocol which accounts forHT unit's beam is given b‘ﬂ/

17 t
[(I-/P)\allvic;1 erPWaIIF’repIPcel]HT(SSD:SS cm,FS=810 cn?,depth=10 cmh

KQHT TG-51 = ' (2)

1/ \water
[(L/p)air - PwailPrepPcelléocassp=100 cm,FS=1010 cn?,depth=10 crn

where(L/p)"*®*®'is the ratio of mean restricted mass collision tion arising from electrons originating in the ion chamber
stopping powersp in water to that in airP, is a correc-  Wall, and (uer/ plyary is the C552-to-water ratio of mean
tion factor that accounts for the presence of the ion chambéenass energy absorption coefficients.

wall. Py, is a correction for fluence and gradient perturba- Al values required in the determination ké were mod-
tions due also to the presence of the ion chamber cavity igled for a_60C0 unit, a Varian 21EX 6 M\[Varian, Palo Alto,

the radiation field. In practice®,, for dose measurements in CA] medical linear accelerator as well as an HT ui8t-
broad photon beams may be accounted for by using an efmens accelerator, proprietary collimator/MLét five dif-
fective point of measurement. The correction fade, is ~ ferent mean incident electron energies. In each case, the
inherently contained in all of our calculations kf. Thus ~Phase space file of the |nC|d%nltlphoton beam was determined
dose determination for the HT unit will not require a shift in Using theBEAMnrc user codé™** The Varian 21EX 6 MV

the reference position after the initial measurement ofmedical linear accelerator was modeled to test the basic ac-
%dd10),. P is the correction accounting for the presencecuracy of the calculations and to ensure the congruence of
of the central electrode within the ion chamber. In the case ofur methods with those of TG-51. Starting from E8) the

the A1SL, where the ion chamber central electrode is madéalculation ofkg for HT is based on

of the same material as the ion chamber w&|,, is ac-

counted for withinP,;. Thekq, for the A1SL is not included W) Puailnr catcuated
in the TG-51 document. We have thus calculakgdor the KihT Te-511 = [(Lp)eep 1
A1SL under the TG-51 reference conditioffsig. 2. The Plair Fwalllvarian 6 MV Calculated
calculations folky were made in the same manner and using XKorre-51 %dd10) =66.6% (4)
the same data sources that are used in T&-51. _
P, Was determined usiflg In Eqg. (4), the ratio of our calculatedL/p)%2"®*P, is
1 used to scale the TG-3, calculation of %dd10),=66.6%

— — - for the Varian 21EX. This allows us to deal with minor dis-
(L/p) Y2 oL/ p)Zh e pherd )+ (1 = ) (LI p)2¥ crepancies between our calculations and those of TG-51 by
3) using our results only as a scaling factor for the TG-51 val-
o ues. Equatior(4) follows from Eq.(2) with the assumption
where (L/p)&is, is the air-to-C552 ratio of mean restricted that Preprrm=Prepfvarian 6 mv- This assumption is largely
mass collision stopping powers, is the fraction of ioniza- true for the A1SL between the 4 and 6 MV nominal accel-

Puwai =
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g Fic. 2. Values ofkg for the Exradin A1SL ion chamber as a function of
) 0.07 M %dd(10), are shown. These values are for conventional medical linear ac-
8 ‘é’ ! celerators with a %d(10), measurement made using the standard TG-51
% S 0.06 . --TomoTherapy 6MV reference conditions of SSD=100 cm and a1 cn? field defined at the
S o Y surface distance.
B o Y —Varian 21EX 6MV
N & 0.04 3
g g incident electron energy of the HT unit. A third-order poly-
= E 0.03 nomial is then fit between the values of %01 1651
c g 0.02 and %dd10), 1 Ref-
<
20.01 .
] C. Monte Carlo calculations
0 .
0 1 2 3 4 5 6 1. BEAM modeling parameters

(b) photon energy (MeV) Modeling for all radiation sources was performed using

. . . Jhe BEAMNRC user codé? The HT unit was modeled for

Fic. 1. (@) Measured beam profiles normalized to the maximum absorbe . .

dose for a HT open field at SSD=85 cm and the Varian 21EX in 40-cm-Mean incident electron eljergles of 6.25, 6.0, 5.75, 5.5, and

wide cross plane at SSD=90 cm. Both profiles are taken at 10 cm deptth.25 MeV. The electron inputs for the HT models used a

The differences in SSD in the graph are unimportant as this is meant only a§aussian electron energy spread with a full width at half

a qualitative companspnib) Our Monte Carlo calculgteq energy spectra of maximum(FWHM) of 12%: this is the same FWHM as used

the full phase space file for the HT 6.0 MeV mean incident electron energy. . . é‘é

and the Varian 21EX. Both are scored in air fox 30 cn field at 85 cm  fOr other Siemens machinesThe effect of beam focal spot

SSD. The fluence was normalized such that the total fluence within thssize on %dd was investigated, but as with conventional lin-

spectrum is equal to 1. ear accelerators, the HT %dd was found to be insensitive to
focal spot sizé? The sensitivity of sprs to focal spot size was
also investigated and, as with %dd, were found to be insen-
sitive. The incident electron spatial distribution used for the

erator potentiaf€ as the difference iPep fOr a 4-mm-diam S|;f[hbraemFsstt|r_|aMhlucr)1]9 fi?m;rﬁ/‘ast‘h?s rl"i(\j/:/i,vcl; ai:sza? f?cr;(itmn

chamber between 4 and 6 MV nominal accelerator potentialgl 15-17 ' ' . yp

. 7 o value: Phase space data for the HT unit were generated

is only 0.02%. There are indications th&,, may change i

. 3 = at 85 cm from the source for a FS of<5L0 cnt defined at

in very small IMRT beamé? but we further assume this is T

. : the surface of the phantom. A Gaussian incident electron
not an issue for the %10 cn? field used here. Thus the . 0
. . . . . : energy spread with mean energy of 6 MeV and a 3% FWHM
assumption of an invarianP, will result in a possible

. . . was used for the Varian 21EX model. Phase space data for
maximum error of 0.02% in our values &§ for HT. Using

s the Varian 21EX were generated at both 100 cm for a 10
Eq. (4) instead of Eq(2) corrects our data by 0.35% due to 1 o2 field and at 85 cm for a % 10 cn? field. The latter

the above-listed reasons as well as the inclusion 0P8 scoring was done to investigate the effects of the reference
correction which we have not calculated independently of.,.4itions on the variables withiky. Range rejection with
Eq. (4). We determinek, as a function of the calculated 5, ESAVEIN value of 1.5 MeV was used everywhere except
value of %dd10), under our HT reference conditions of a o, the target where an ESAVEIN value of 0.7 MeV was
5x 10 cnt field at 85 cm SSO%dA10)ut reql for differ-  ysed! Selective bremsstrahlung splitting was also used for
ent incident beam energies. The calculated valugg,aire  variance reductioh® For the ®°Co unit, a point source was
used to look up the equivalent value of %ti@,r rcsy  used with the®®Co energy spectrum supplied with tes
(i.e., the equivalent value for TG-51 reference conditions thatlistribution® The ®°Co unit phase space data were generated
would give the same value &) for each simulated mean at 100 cm for a 1& 10 cn? field. In modeling the radiation
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sources, values of ECUT and PCUT were 0.7 and 0.01 MeV, 100
respectivel)}.1 Although the HT energy spectrum has a LI .. 5.25 (MeV)
higher contribution of low energy photons, the increase in 90
the very low part of the spectrurti.e., below 100 keV is 80 —6.25 (MeV)
insignificant from that of a conventional 6 MeV linear accel- + Measured
erator and thus theGSNRC codes are expected to provide R0
accurate results. 5
;g 60

2. The value of %dd (10), and beam profiles 50

The value of %d¢lL0), and beam profile were modeled 40
using theposxyznrc user codé’ The %dd10), calculations 20
were performed in a 3830 30 cn?® virtual water phan- 0 2 4 6 8 10 12 14 16 18 20
tom. For HT, energy deposited was scored inx4 (@) depth (cm)
X 1 mn? voxels(1 mm along the beam’s central axis, 4 mm .
in the directions orthogonal to the beanor °Co and gmo ;.
Varian 21EX, where the beam is much flatter, the cross sec- S ff
tion of the scoring voxels was 2020x 1 mn?. Range re- E 80 - LN
jection was employed with an ESAVIN value of 0.8 MeV. 2 3
DOSXYZNRCS nonuniform padding around the scoring voxels & 60 / |
was also used. ECUT and PCUT were set to 0.7 and 0.01 2 f
MeV, respectively. S 40 | e

All physical measurements were performed at the facili- 3 : ® Short !
ties of the Cross Cancer Institute. The value of ¥, was S A 5x100m? i
measured using the A1SL in a water tank of>380 cn? £ i ;jjfjcmzz
cross section and 20 cm depth. A shift of 1.2 @6 r.,,) 'g 0 i it ;
upstream was applied to the depth-dose curve. The absorbed 25 -20-15-10 -5 0 5 10 15 20 25
dose was integrated over a 10 s period at each depth. An () distance from central axis (cm)

in-air measurement was taken simultaneously in order to corlg 3. (8) The calculated ¢ denth d  the 5.95 and 6.25
. P . 1G. 3. (& € calculatea percen ep 0se curve O e o. an .
rect for any mmor output varlatlon from t,he HT unit. MeV HT mean incident electron energy as compared to the measured per-
Dose profiles were measured in a solid water phantom afent depth dose(b) The calculated absorbed dose profiles of the HT unit
a depth of 1.5 cm and SSD of 85 cm using Kodak EDR2(5.5 MV) compared to the measured profiles of the HT unit. Measurements
film. Film densities were converted to dose using a sensitovere made with Kodak EDR2 film. Lines are the measured data of their
. X . corresponding calculated values.
metric curve. Profile measurements were compared with thé
profiles calculated using theosxyznrc code. In calculating
the dose profiles, the energy deposited was scored in an arra .
b gy dep 3Nd Varian 21EX beamswvere placed between 10- and 20-
of 4x4x4 mn? voxels centered at 1.5 cm depth and . T
. ! cm-thick cylindrical slabs of water. The photon beams were
aligned along both the long and short axes of the field. The

. . ) incident on the surface of the first, i.e., 10-cm-thick water
dose profile along the long axis of ax#0 cn? field was I h lindrical . L of :
measured and calculated in order to tune the focal spot S ab' The cylindrica scoring Voxel 0 1 cm radius and 0.5 cm
" thickness was placed in C552 at a depth of 11.25 cm for the

%0Co beam and 12.25 cm for the HT unit and the Varian

3. Water-to-air spr 21EX linear accelerator. This thickness of C552 was suffi-

The water-to-air spr for all seven photon beams modele@ient to ensure that the electrons for which the spr was de-
was calculated using thePRRznrcuser codé23 The spr  termined were those originating in the C552. The 20 cm
values were calculated in a virtual cylindrical water phantomthickness of the second water slab following the C552 was
of 20 cm radius and 30 cm depth. The simulated beam ditised to allow for sufficient backscattered photons. The
mensions were significantly smaller than 20 cm. A cylindri- term in Py refers to the fraction of ionization arising from
cal scoring voxel of 1 cm radius and 0.5 cm thickness waglectrons originating in the ion chamber waince the ion-
centered at a depth of 10 cm to determine the spr values &hamber wall is made of C552, we are required to use the
that depth. ECUT and PCUT were set to 0.521 and 0.0£552 water phantom for these calculations.
MeV, respectively’

5. C552-to-water ratio of mean mass energy
4. Air-to-C552 spr absorption coefficients

The air-to-C552 spr was determined for the seven differ- In order to determine the ratio of mean mass energy ab-
ent photon beams using tt&RRznrcuser code. A virtual sorption coefficients, th€LURZnrc user cod&" was used to
cylindrical phantom of 20 cm radius was used. Cylindricaldetermine photon fluence spectra in a cylindrical virtual wa-
slabs of C552 3 cm thick®®Co beam and 5 cm thick(HT ter phantom of radius 20 cm and of thickness 22.5 cm. The
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TasLE I. A comparison of values required for the %dd conversion. For the statistical error calculationarof
error less than 0.0001 was rounded up to 0.0001. Error imvtisglue of P, or the TG-51 value okq, for the
Varian 6 MV was not considered. The error in %ti0),;r 1c.51 corresponds to the error iy,

Mean incident o
electron energyMeV)  [(L/p)tatep, i1 cale o e Kot te51 %0dd(10)pyr re %0dd(10)y7 16-513

5.25 1.003@) 0.99812) 58.8943)  59.8%+16/-6
5.50 1.00282) 0.99762) 59.2043)  62.294+7/-4)
5.75 1.00212) 0.99722) 59.8943)  63.0%4+4/-5)
6.00 1.00172) 0.99672) 60.49%3)  63.9%+4/-4)
6.25 1.00122) 0.99632) 60.8%43)  64.6%+3/-3

fluence was calculated in a cylinder of radius 2.4 cm andyeometry and the beam quality. For the HT beams, the cal-
thickness 5 cm centered at a depth of 10 cm along the beanulated value for the water-to-air spr was associated with
central axis. This large scoring voxel was chosen to miniwhat would be the TG-51 equivalent value for %ﬁ@)x.s
mize the statistical uncertainty of the energy fluence. TheThis equivalent %dd.0), value was then used to determine
difference in the photon spectrum of this larger samplinga from the data of Lempest al. as is done in TG-51%The
volume to the sampling volume used in the spr calculationsvater-to-air spr was chosen as the beam quality transfer
was found to affect the mean mass energy absorption coeffguantity since it represents the most rapidly changing param-
cient by less than 0.003%. The photon fluence was binnedter as a function of beam quality and it is relatively insen-
into 0.1 MeV intervals for the linear accelerator and HT unitsitive to geometric factors’

and 0.01 MeV intervals for thCo unit. The photon fluence

was then used to weight the individual values of mass energ
absorption coefficientg.,/p of the mediun?* fil. RESULTS AND DISCUSSION

A. Monte Carlo calculations
_ fgmaxE'(P(E)(Mer{P(E))mediundE .
(Merd P)medium= : (5) 1. The value of %dd (10), and the beam profile

[§m=Ee¢(E)dE w0 _
. Calculated values of %d#0), for the *“Co and the Varian
wheree(E) is the photon fluence spectrum. In the case wher(=21EX nominal 6 MV beam were 582)% and 66.62)%
National Institute of Standards and TechnoldB¥ST) gave respectively, whereas our measured values are 58.6‘% and
no direct mean mass energy absorption coefficient value f 6.7% réspectively The calculated values  of

a corresponding energy bin, the mass energy absorption Cg/delo)x[HT ref Were found to range between 5@®6 and

efficient was interpolated on a log-log scafarhe water and 0 . . .
C552 mean mass energy absorption coefficient values CSJCS—O'E{S)/O for the range of energies simulatgsee Fig. &)

| : and Table ]. The statistical uncertainties in the last decimal
ated from Eq.(5) were then used to calculate the ratio of . X
mean mass energy absorption coefficients. place are given in brackets and 'represent 1 s.d. The measured
value of %dd10), for the HT unit at our center was 59.5%
indicating a mean incident electron energy of 5.63 MEg.
3(a)]. The value of %d@L0), for the Varian 21EX under the
Values ofa for the Varian 21EX and th€°Co unit were  same reference conditions as our HT unit was calculated to
obtained from Lempert al® using the value of %dd0), as  be 62.72)% and measured to be 63.0%. Thus the change in
the beam quality specifiéThe results of the Lempest al.  reference conditions leads to a change of 3.9% in the value
experiment are widely wused in various dosimetryof %dd10), for the Varian 21EX calculation. The calculated
protocolsz.'7'9'25ln the case of the HT calculations, the value %dd(10), value of our HT unit(6 MeV) mean incident elec-
of %dd(10), would not be an appropriate beam quality speci-tron energy was 60(8)%, and thus lower than what we cal-
fier for @ due to both the difference in the measurementculated for Varian 21EX under the HT reference conditions.

6. Determination of «

TaBLE Il. A comparison of our Monte Carlo calculated quantities and the corresponding TG-51 equivalents
(Refs. 5,9 to demonstrate the accuracy of our calculations. The values in parentheses are the statistical uncer-
tainties of the last decimal place for the number that they append and represent 1 s.d., i.e(1Li&337
equivalent to 1.1337+0.0001.

Quantity 80Co unit 6 MV Varian 21 EX %d(10),=66.6%
Present TG-51 %Diff Present TG-51 %Diff
(L p)vater 1.1337<1) 1.1335 0.02% 1.12G51) 1.1212 0.06%
L/ )3T 1.004q<1) 1.0048 0.08% 1.0173) 1.0168 0.06%
(L/p)Css2
(terd P32 0.9003<1)  0.9009  0.07% 0.90181) 0.9016 0.02%

Medical Physics, Vol. 32, No. 5, May 2005



1351 Thomas et al.: TG-51 calibration for tomotherapy 1351

o1 The C552-to-water ratio of mean mass energy absorption
T 0.09H coefficients for the®Co and 6 MV linear accelerator were

b H fs 10 x 10 cm2 SSD 100 cm .

0 0.08f% found to be 0.9008<1) and 0.9018<1), respectively. The

< go7fi - fs5x10om? SSD85cm calculated numbers agree to within 0.07% f§Co and

0.02% for the Varian 21EX with the values used in calculat-
ing ko for TG-512 Our calculated values used in the defini-
tion of the wall correction factor given in Eq3) yield a
value ofP,,, for the A1SL of 0.9796 in &°Co beam and of
0.9829 for the Varian 21EX. OWp,,,, values agree to within
0.12% for the®®Co unit and 0.01% for the Varian 21EX to
Pwai generated using the TG-51 daf Table 1). It should

be noted that the air-to-C552 spr and the C552-to-water ratio
of mean mass energy absorption coefficients®f@o agree

to within 0.01% of more recent calculatidfig’ although our

Fic. 4. The photon spectra of the Varian 21EX 6 MV accelerator for two discrepancies with the corresponding TG-51 values are

sets of reference conditions. These photon spectra are the same as are uséightly larger.
for the mean mass energy absorption coefficient calculation described in sec

Il. The TG-51 reference cpndmons result in a hlghe'r contribution of low 3. Effect of change in reference conditions
energy photons scattered in from the larger initial primary beam. Here the

photon fluence from theLurznrc has been normalized such that the sum of  |n this section, we determine the effect of changing the
the total fluence equals 1. reference conditions on the dosimetric quantities for the
Varian 21EX. This was done to determine what portion of
the change irkg is due to the difference in measurement
setup. To accomplish this, we compare the values of the
water-to-air spr, air-to-C552 spr, as well as the C552-to-
water ratio of mean mass energy absorption coefficients cal-
culated for both the HT reference conditions and the TG-51
eference conditions. The water-to-air spr calculation using
he Varian 21EX phase space data generated under HT ref-
erence condition&s X 10 cnt field at an 85 cm SSPyielded
fa value of 1.119{). This value was 0.07% lower than our
calculation for the same linear accelerator under TG-51 ref-
erence conditions. The decrease in spr indicates a slightly
higher mean energy beam under the the HT reference condi-
tions. This is primarily because of the smaller FS with the
HT reference conditions. The air-to-C552 spr which was cal-
culated for the Varian 21EX under the HT reference condi-
The water-to-air spr’s for th€°Co unit and the Varian tions yielded a value of 1.018P), which is 0.08% greater
21EX conventional medical linear accelerator were found tahan our calculated value for the TG-51 reference conditions.
be 1.1337(<1) and 1.1205(<1), respectively; these are This increase further indicates a slightly greater mean energy
within 0.02% and 0.06% of the values used by TG-51 inof the beam in the Varian 21EX with HT reference condi-
determination oky—Ref. 5(Table I)). The air-to-C552 spr’s  tions. The calculated C552-to-water ratio of mean mass en-
for the °Co and 6 MV Varian 21EX linear accelerator were ergy absorption coefficients was identical under the two ref-
found to be 1.004@) and 1.01741), respectively. These val- erence conditions. This is because this ratio is very
ues are within 0.08% and 0.06% respectively, of the valueinsensitive to the difference in beam quality over the region
used by TG-51 in determination &§—Refs. 6, 9(Table II). of interest as compared to the both the water-to-air spr and

normalized fluence

0 1 2 3 4 5 6 7
photon energy (MeV)

The difference in %dd.0),; 1 ref Obtained with a mean in-
cident electron energy of 6 MeV to the %d@), obtained
with the Varian 21EX under the HT reference conditions of
85 cm SSD and % 10 cnt field is 2.3%. In comparing the
measured and calculated beam profiles of the1® cn?
field, the calculated FWHM agrees with the measure
FWHM to within 1.5 mm along the long axis and 0.05 mm
along the short axi§Fig. 3(b)]. The calculated full width
80% maximum agrees with the measured to within 2 mm o
the long axis and 2.3 mm of the short akiEg. 3(b)]. Also
shown is the long axis dose profile comparison for a
5X 40 cnt field [Fig. 3b)].

2. Calculation accuracy

TasLE Ill. The Monte Carlo calculated quantities required for the determinatioR,gf andkq for different
mean incident electron energies of the HT unit. The calculations are carried out under the reference conditions
of 85 cm SSD and a % 10 cnt field.

Mean incident

electron energyMeV)  (L/p)"ater (L/p)ar, (erd p)$352 a Pual
5.25 1.12501) 1.01321) 0.9011<1) 0.68 0.98101)
5.50 1.12401) 1.01411) 0.9012<1) 0.66 0.98281)
5.75 1.12381) 1.01481) 0.9013<1) 0.65 0.98281)
6.00 1.12281) 1.01581) 0.9014<1) 0.64 0.98271)
6.25 1.12161) 1.01641) 0.9015<1) 0.62 0.98311)
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air-to-C552 spf. When the same value of (0.62) as used in 65.5
the TG-51 was used to calculak,, for the HT reference = data n
conditions, the value did not change. Finally the 6451 ... fit line - '
(L/p)atep, . value for the Varian 21EX calculated under 63.5 _:
the HT reference conditions differed from the value calcu- - ]
lated under the TG-51 reference conditions by 0.07%, again 2625 - -
indicating a higher energy beam. The major factor in the T
difference of the spr’s values is the difference of the number §61'5 - -
of lower energy scattered photons when calculated using the %60.5
different FS of the two reference conditions. The smaller FS g
has lower number of lower energy scattered phot&its. 4). 59.5
58.5
4. Tomotherapy results 59 60 61
%dd(10)xHT Ref]

The water-to-air spr values for the HT beam decreased by
0.3% as the mean incident electron energy varied from 5.25. 5. %dd(10),47 7055 VS Add(10),qyi7 req for the Exradin A1SL ion
to 6.25 MeV (see Table Ill. The water-to-air spr for the 6.0 chamber. The error bars for the %a8),;r 1 55 correspond to the error in
MeV mean incident electron energy is 0.25% greater than foke that was used to determined(10),¢ur re.s1-
the Varian 21EX under the same reference conditions. Over
the same 5.25-6.25 MeV range, the air-to-C552 spr values

for the HT calculations increased by 0.32%ee Table II). reseucltt_sn 'nﬂ?en ne]rro_rmofmo.(}i/c; '.hQ;[th'Z I'Sor?bot?l'gtegeb): g} the
The air-to-C552 spr value for the 6.0 MeV mean incident>PeCting aximum Siope in regi ! S

- - 0 [ H ”
electron energy is 0.26% less than for the Varian 21EX undef"@pPh of Fig. 2 with A’d_dlo)x['” 7G-51 ON th? X axis. It _
hould be noted that this conversion equation is only valid

the same reference conditions. The HT calculations for th !
C552-to-water ratio of mean mass energy absorption coefﬁ—olr %dd 101 Ref beMeen 58.8% and.60.8% as outside
cients increased by 0.04% as the mean incident electron efi range the polynomial changes drastically.

ergy varied from 5.25 to 6.25 Me\Table Ill). The calcu-

lated value for the HT beam for the 6 MeV mean incidentB- Summary

electron energy was 004% |eSS than that Of the Varian ZlEX Th|s Section gives a Simp'e Step_by_step protoco| for in_
under the same reference conditions. The value dleter-  corporating this work into the TG-51 protocol.

mined for the HT unit decreased by 9.7% as the mean inci-
dent electron energy increased from 5.25 to 6.25 MEAble

I11). The calculated value of for HT unit's 6.0 MeV mean
incident electron energy beam was 3.2% greater than the
calculated value for the Varian 21EX. This difference affects
the value ofP,,, by 0.1%. Using the values in EQ), Py

was found to increase from 0.9819 to 0.9831 with an in-(2)
crease of mean incident electron energy from 5.25 to 6.25
MeV (Table Ill). The HT-to-Varian 21EX ratio of the

(L/p)¥aep, ., product was found to decrease by 0.18% add)
the mean incident electron energy increased from 5.25 to
6.25 MeV (Table ). When multiplied by the Varian 21EX
TG-51 value forkg, the HT calibration value dt, decreased
from 0.9981 to 0.9963 as the mean incident electron energ
increased from 5.25 to 6.25 Melable |). These values of

kq for the HT unit correspond to values of %4d@),;yr 1c-s1

1) Using the A1SL, measure %0D), it ref in Water un-

der the reference conditions of SSD=85 cm and FS=5
X 10 cn? defined at the phantoms surface. This mea-
surement should incorporate the appropriate chamber
shift as described in the TG-51 protocol

Determine %d@L0),jt T6-51 from %dd10), 7 ref US-

ing either Eq.(6) or Fig. 5. The result should be an
increase in %dd.0), of between 0.6% and 3.8%.

Apply TG-51 as written, using %dd0),yr 1651 deter-
mined in step 2.

Note: as the standarkh, for the A1SL ion chamber is not
included in the TG-51 document, ttkg listed in Fig. 2 may
%e used.

that range from 59.8% to 64.6%@able ). These values of
%dd10);17 16.51) Were plotted(Fig. 5 versus the original
posxyznre determined %dd.0),yr rey @nd fit to a third-
order polynomial expressed by E@®),

%dd(10),7 76517 = 1.35805% % dd(10)7 Ref®
- 244.493% % dd 10)i1T Req”
+14672.98% % dd(10)qpir Req
—293479.4. (6)

The maximum error in the fit of Eq6) is 0.3%, which
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V. CONCLUSION

Due to the design of the HT unit, setting the TG-51 ref-
erence SSD of 100 cm is impractical and the reference field
of 10X 10 cnt is impossible. This reference setup is required
for the measurement of %@tD), used for theky look up
table. In addition, the absence of a flattening filter within the
HT unit also makes the beam different in terms of both beam
flatness and energy spectrum from that of conventional medi-
cal linear accelerators. For these reasons, a(¥ldconver-
sion for the Exradin A1SL has been created to allow for an
HT unit %dd10), measured under the reference conditions
of 85 cm SSD and % 10 cnt field to be converted to an
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equivalent %d@L0), to determinek, within the TG-51 pro- high-energy photon and electron beams,” Med. Phgs, 741-771

tocol. The value of %ddo0 was measured to be 1983 o
0({ )X[HT Ref] 8G. D. Lempert, R. Nath, and R. J. Schulz, “Fraction of ionization from

59.5%, which indicgted that the mean incident electron gjectrons arising in the wall of an ionization chamber,” Med. Ph.
energy of our HT is 5.63 MeV. From Eq6) and our 1-3(1983.
measured value for %@]jo)x[HT Ref]: %d({]_o)x[HT 76-51] be- °IAEA, Absorbed Dose Determination in Photon and Electron Beams; An
. . International Code of Practice Technical Report Series \Vol.277
0
comes 62._8 %, which ylelds0 a value fd of 0.9973 (IAEA. Vienna, 1987,
(Flg 2) This value Oka is 0.1% lower than that calculated 19D, W. O. Rogers, B. A. Faddegon, G. X. Ding, Ma C. M. J. We, and T. R.

if the measured %dd0),t ref Was used instead of  Mackie, “BEAM: A Monte Carlo code to simulate radiotherapy treatment

%dd(10),47 16.51- Throughout the range of mean incident ,units,” Med. Phys.22, 503-524(1995. _ _ _
. . . D. W. O. Rogers, C.-M. Ma. B. Walters, G. X. Ding, D. Sheikh-Bagheri,
electron energies for which calculations were done, the cor- ' Zhang, “BEAMNrc Users Manual,” Technical Report No. PIRS-

rections increase from only 0.06% to 0.16%. This is because 50gqa), National Research Council of Canada, Ottawa, Canada, 2003.
Ko vs %dd10), varies slowly in this energy region. K. A. Johansson, L. Lindborg Mattson, and H Svensson, “Absorbed-dose
This conversion of the %dmo)x[HT Ref values is expected determination with ionization chambers in electron and photon beams

. . having energies between 1 and 50 MeV,” RBmoceedings of the |IAEA
to hold _rou_ghly for Other_ chambers a82t7he Wat_er'to'alr spris Symposium on National and International Standardization of Radiation
a good indicator of the air-to-C552 s(b?’, the ratio of mean Dosimetry(IAEA, Vienna, 1978 Vol. 2, pp. 243-270.
mass energy absorption coefficients varies only slightly™H. Buchard and J. P Seuntjens, “lonization chamber-based reference do-
through the energy range studied amds material insensi- simetry of intensity modulated radiation beams,” Med. Phg&. 2454—

- 2465 (2004).
tive. It should be noted that the statemeRiepur) ¥p. Sheikh-Bagheri and D. W. O. Rogers, “Sensitivity of megavoltage

=Preppvarian 6 My Decomes less true for larger diameter photon beam Monte Carlo simulations to electron beam and other param-
chambers with the maximum error being approximately 15eters,” Med. Phys29, 379-390(2002. o
0.05%. In addition, our values for the C552-to-air spr can P Munro, J_. A. Rawlinson, and A. Fenster, “Therapy imaging: Source
differ from th din TG-51 to 0.1% the val f sizes of radlotherapy' beams,” Meq. Phyls, 517—524('1988.

frer iro ose use up to U.1% as the value ol Lutz, N. Maleki, and B. E. Bjarngard, “Evaluation of a beam-spot
%dd10), decreases from 66.6%. Our values, however, agree camera for megavoltage x rays,” Med. Physs, 614-617(1988.
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