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We have benchmarked photon beam simulations with theEGS4user codeBEAM @Rogerset al., Med.
Phys.22, 503–524~1995!# by comparing calculated and measured relative ionization distributions
in water from the 10 and 20 MV photon beams of the NRC linac. Unlike previous calculations, the
incident electron energy is known independently to 1%, the entire extra-focal radiation is simulated,
and electron contamination is accounted for. The full Monte Carlo simulation of the linac includes
the electron exit window, target, flattening filter, monitor chambers, collimators, as well as the
PMMA walls of the water phantom. Dose distributions are calculated using a modified version of
theEGS4user codeDOSXYZ which additionally allows scoring of average energy and energy fluence
in the phantom. Dose is converted to ionization by accounting for the (L̄/r)air

water variation in the
phantom, calculated in an identical geometry for the realistic beams using a new EGS4 user code,
SPRXYZ. The variation of (L̄/r)air

waterwith depth is a 1.25% correction at 10 MV and a 2% correction
at 20 MV. At both energies, the calculated and the measured values of ionization on the central axis
in the buildup region agree within 1% of maximum ionization relative to the ionization at 10 cm
depth. The agreement is well within statistics elsewhere. The electron contamination contributes
0.35(60.02) to 1.37(60.03)% of the maximum dose in the buildup region at 10 MV and
0.26(60.03) to 3.14(60.07)% of the maximum dose at 20 MV. The penumbrae at 3 depths in
each beam~in g/cm2!, 1.99 ~dmax, 10 MV only!, 3.29 ~dmax, 20 MV only!, 9.79 and 19.79, agree
with ionization chamber measurements to better than 1 mm. Possible causes for the discrepancy
between calculations and measurements are analyzed and discussed in detail.
@S0094-2405~00!00810-5#
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I. INTRODUCTION

BEAM is a general purpose Monte Carlo code1,2 for simulat-
ing radiotherapy beams from accelerators or60Co units. It is
based on theEGS4Monte Carlo code system.3

It is important to benchmark calculations with theBEAM

code since it is being used by many researchers.4–27 For ex-
ample, the Lawrence Livermore National Laboratory
PEREGRINE6,19,28 project uses theBEAM code to simulate
the top end of the accelerator, and thus its results are b
on BEAM.

In the originalBEAM paper1 there were extensive compar
sons to electron beams and there are other papers with
ther careful electron comparisons.5,29

This work aims at benchmarking simulations of meg
voltage photon beams using theBEAM Monte Carlo code.
The independent knowledge of the electron beam ene
energy and intensity distributions, and divergence minimi
the number of unknown parameters in the comparison. M
important, unlike commercial linacs used in other ben
marks, the NRC linac specifications are nonproprietary
are presented here to make it possible for other researche
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benchmark their simulations. Important questions are: h
well can measured values of ionization be matched by Mo
Carlo calculations, and, how do uncertainties in the be
model translate into uncertainties in the dose calculation
water phantom and consequently in a patient?

The benchmark comparisons are done for 10 and 20
photon beams, using detailed comparisons with meas
ments of both central-axis depth-ionization and ionizat
profiles at three depths.

II. METHODS

A. The NRC linac and its model

The NRC linac is a Vickers research accelerator insta
in 1968. It produces horizontal beams with energies betw
4 and 40 MeV which are known to61%. By direct measure-
ment with a magnetic spectrometer, the electron beam
ergy is known to have a Gaussian distribution with a f
width at half maximum~FWHM! equal to 1% of the nomina
energy.30 The electron beam incident on the aluminum targ
is scanned on the surface of a cone with a measured
angle of 4.2°60.3° to obtain field flatness. The apex of th
22560…Õ2256Õ11Õ$17.00
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FIG. 1. Components of the accelerato
as used to generate the 10 MV photo
beam. All dimensions are in centime
ters. Values in brackets are the dis
tances from the central axis to the in
ner edges of the openings, for bothx,
and y collimators and have 0.05 cm
uncertainty. The uncertainty in dis
tances between the major componen
along thez axis is about 1 mm. The 20
MV beam is identical except that the
aluminum target is 4.5 cm thick and
there is no flattening filter.
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cone is positioned on the front face of the target, but due
imperfections in the scanning coil, the apex wobbles. T
wobble is estimated to occur inside a circle of 0.3 cm rad
for the 10 MV beam and 0.2 cm for the 20 MV beams. T
radial intensity profile of the electron beam is measured 1
cm upstream of the exit window using a profile monitor a
found to be a Gaussian with an estimated FWHM of 0.35
for the 10 MV beam, and 0.25 cm for the 20 MV beam. T
inherent divergence of the beam broadens this profile
about 0.05 cm so the width of the electron beam when
reaches the target is 0.4 and 0.3 cm for the 10 and 20
beams, respectively. To also include the effect of wobbl
of the focal spot these Gaussians are convolved with cir
of radii 0.3 and 0.2 cm, producing Gaussians with FWHM
0.45 and 0.33 cm, respectively. The experimental uncerta
on these values is60.05 cm.

Two chambers are used to monitor the linac output~see
Fig. 1!. Monitor M1 is essentially made of aluminum with
total mass thickness of 0.8123 g/cm2. Monitor M2, consists
of six aluminum-coated layers of kapton with a total ma
thickness of 0.021 64 g/cm2.

The jaws~from a commercial Therac 20 accelerator! are
nominally set to produce a geometrical 10310 cm2 field at
10 cm depth inside the phantom~see Fig. 1!. However, when
the exact lateral position of each jaw is measured it is
Medical Physics, Vol. 27, No. 10, October 2000
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served that the inner surfaces~the sides enclosing the beam!
of the various sections of the jaws are not geometrica
aligned on any side. A 0.34-cm-thick slab of lead with a
36 cm2 opening follows the monitor M2 to prevent back
scatter into it. The front face of the water phantom~see Sec.
II B 1! is placed at 100 cm SSD from the upstream surface
the target.

It is worth noting that the NRC beams are softer th
many clinical beams of the same nominal energies beca
of the target material~aluminum rather than a high-Z mate
rial! and the flattening procedure~using beam sweeping
rather than solely a flattening filter!.

Figure 1 shows the model of the 10 MV beam set
which consists of the electron exit window, the aluminu
target and flattening filter, the upstream monitor chamb
the tungsten jaws with their measured settings, the do
stream monitor chamber, and the slab of lead. The jaws
assumed to be symmetrically set with respect to the cen
axis. The 20 MV beam setup is different in only two aspec
the target is thicker~4.5 cm! and no flattening filter is used

To simulate the electron beam incident on the target pr
erly, and to be able to investigate the effect of beam para
eters~width, intensity distribution, divergence! a source rou-
tine ~ISOURC15! has been written forBEAM. Figure 2 shows
the swept beam source with radial distribution and div
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gence. The source routine allows one to sample incid
electrons from a radially symmetric intensity distribution d
fined at a given plane perpendicular to the central axis~usu-
ally the apex of the sweeping cone!. Additionally, it allows
one to assign a radially increasing divergence to the be
and sweep the resulting beam on the surface of a cone w
given half angle. The divergence is specified as an angle
certain radius~throughout this paper, the radius at half ma
mum! of the radial intensity distribution of the electro
beam.

An accurate assessment of the beam divergence is
possible, but is estimated to be less than 5 mrad, which
responds to a spread of 0.5 cm at 100 cm source-to-sur
distance. An upper limit of 15 mrad can be set on the be
divergence based on the geometry of the beam pipe and
cusing magnets.

The radial intensity distribution of the electron beam
modeled as a Gaussian with FWHM of 0.45 cm~for the 10
MV beam! and 0.33 cm~for the 20 MV beam!. These values
include the effects of the electron beam divergence and
wobbling of the focal spot.

The air between the jaws and the phantom, and the ph
tom itself are modeled using the codeDOSXYZ ~see Sec.
II C 2!.1

B. Ionization measurements

1. The water phantom
The phantom used for the ionization measurements

50350350 cm3 water tank with 1.72-cm-thick walls o

FIG. 2. The geometry of ISOURC515 source, designed in this work. Th
beam sweeps on the surface of a cone with half-angleGAMMA and with the
apex defined atZFOCUS. The beam itself has a user-defined radial intens
distribution ~in the case shown, a Gaussian!, defined atZFOCUS and in a
plane perpendicular to theZ axis. The beam then diverges from this origin
distribution as if it originated at an imaginary point back along the axis
each elemental beam. The position of this imaginary point is defined by
divergence angle,THETAIN, and the radius~at ZFOCUS! at which the diver-
gence angle is defined,RTHETAIN.
Medical Physics, Vol. 27, No. 10, October 2000
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PMMA, ~density 1.19 g/cm3!. The beam enters the phanto
horizontally and passes through a 0.3-cm-thick PMMA w
dow, which bows by less than 0.02 cm due to water press
Since the reference depth is measured while the wate
there, the distortion of the PMMA window is taken into a
count.

At each energy, four sets of ionization measurements
performed; a central-axis depth-ionization scan, and th
horizontal scans at 1.99~dmax, 10 MV only!, 3.29~dmax, 20
MV only!, 9.79 and 19.79 g/cm2. The depths are effective
depths of measurement in accordance with the IAEA TR
277 Code of Practice31 and as discussed in Sec. II B 2. Th
scanner is computer controlled with a placement precision
about 0.05 cm. For comparisons, the measured horizo
profiles at each depth are shifted to be made symmetric w
respect to the central axis using difference plots of measu
and calculated~symmetrical! values.

2. The ion chamber and related corrections

The ion chamber used in this study is a Semiflex Tu
Chamber~PTW, Freiburg, Germany, type 31002, former
type 233642! serial number 396, with an active volume o
0.125 cm3 and a cavity diameter of 0.55 cm. The ion cham
ber’s energy response per unit absorbed dose, as specifie
the manufacturer, shows about 4% over-response to ene
below 150 keV compared to60Co. If the energy response i
assumed to stay flat for energies above that of60Co, the
over-response at lower energies results in a 1% ov
response inside the field and 3% outside the field at 10 g/2

depth for the 10 MV beam. This is because the calcula
average energy of all photons at 10 g/cm2 depth drops from
around 1.3 MeV inside the field to below 300 keV, starting
cm outside the geometrical edge of the field. This is in go
agreement with results measured by Fraass and van
Geijn.32 The average energy calculation is done using
DOSXYZ code modified in this work~see Sec. II C 2!.

The effective point of measurement for the ion chambe
taken to be 0.75r inner ~wherer inner is the radius of the cham
ber cavity! upstream of the center of the chamber, consist
with the IAEA TRS-277 protocol.31 The choice of offset is
studied in the following.

The finite size of the detector has two effects:~a! pertur-
bation effects, and~b! signal averaging effects.33–40 The ion
chamber not being water equivalent perturbs the electron
ence which would be present in the water in the absenc
the ion chamber. For central-axis measurements this is ta
into account by considering that the effective point of me
surement of the chamber is further upstream and not a
center. When measuring profiles where there are highly n
linear gradients, a correction is also necessary in princi
This issue is not addressed in the current protocols for ra
therapy and no correction is made here. Additionally, with
detector of finite size, such as an ion chamber, what is a
ally being measured is the signal averaged over its ac
volume. An upper limit on this effect is assessed by convo
ing ~basically averaging! the calculated profile with a squar

f
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step having a width equal to the diameter of the ion cham
This upper limit on the spatial averaging effects of the i
chamber changes the assigned dose at the geometrical
of the 10 MV profiles at depth of maximum ionization by u
to 1.7% of maximum ionization and at 20 cm depth the c
rection is almost negligible. At 20 MV the correction is n
larger than 0.8% of maximum ionization. These correctio
are not included in the comparisons presented in the foll
ing but are estimated here to show that their maximum
fects are not significant.

The ionization recombination correction,Pion , for the
chamber used in this study is assessed through the
voltage method41 and is 1 to better than 0.5%. Due to i
small effect, its variation with dose rate is ignored. The m
sured polarity correction factor is typically 0.1%. All th
measurements are done with positive potential applied to
central electrode and variations in the polarity effect
ignored.

C. Monte Carlo simulations

1. Accelerator simulation with BEAM

a. Simulation parameters.Photons and electrons ar
transported down to energies of 0.01 and 0.7 MeV~including
rest mass!, respectively. When a particle’s energy reach
these cutoff values, its energy is scored locally. Since lo
energy electron transport constitutes a major part of the t
CPU time for the simulation,BEAM’s range rejection
technique1 is used. Anywhere outside the target, if the ele
tron’s total energy falls below 2.0 MeV~ESAVE! and its
range does not allow it to escape the geometric region
already traveling in, then it is discarded and its energy sco
locally. The above value forESAVE is selected since it pro
vides a factor of 3 increase in speed and ignores only 0
of photons reaching the phantom surface, produced du
bremsstrahlung anywhere in the linac except in the tar
Range rejection is turned off in the target, to provide t
most accurate model for bremsstrahlung production.

Calculations were performed initially with both uniform
bremsstrahlung splitting~UBS! and an improved varianc
reduction technique called selective bremsstrahlung splitt2

~SBS!. Dose distributions using both methods are the sa
within statistics. These calculations prove SBS is suitable
phase-space-based dose calculations. Subsequently, S
used in the rest of the simulations. Russian roulette of s
ondary electrons is not employed, since both photons as
as contaminant electrons are of interest in the dose calc
tions. When using UBS, a splitting factor of 30 is used, a
the following parameters are used with SBS:Nmax5200,
Nmin510, andRf511.3 cm. The use of SBS results in im
provements in efficiency of up to a factor of 4 compared
UBS.2

b. Phase-space scoring.The linac simulation is run in
parallel on 30 Pentium Pro 200 MHz processors. For the
MV beam, a total of 63107 and for the 20 MV beam a tota
of 13107 electron histories are simulated. The 10 M
Medical Physics, Vol. 27, No. 10, October 2000
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simulation ran at 670 000 histories/h on each CPU, wher
at 20 MV, 160 000 histories/h per CPU could be simulate

The linac simulation produces phase-space files score
a plane right behind the lead shield located atz
556.385 cm~see Fig. 1!.

For the 10 MV beam the phase-space files contain a t
of 870 photon entries per 1000 electrons incident on
target. These entries have weights less than 1 and corres
to only 8 physical photons per 1000 incident electrons. At
MV the phase-space files contain 4000 photon entries wh
correspond to 27 actual photons per 1000 electrons incid
on the target. The photon beam phase space files corres
to 1.3 and 1.7 Gbytes of data for the 20 and 10 MeV bea
respectively.

2. Calculations with DOSXYZ

DOSXYZ is a NRC EGS4 user code to calculate dose
Cartesian voxels.1,42 The geometry used for theDOSXYZ cal-
culations is shown in Fig. 3.

The phantom is divided into 3385341 slices in thex, y,
and z directions, respectively, resulting in 10 455 voxe
ranging in volume from 0.03 to 104 cm3. The unequal divi-
sions are to minimize the total number of voxels while ma
taining good resolution where needed. The phantom inclu
the air gap between the linac and the water tank as wel
the PMMA wall of the tank. Central-axis depth-dose curv
are calculated in the 232 cm2 region around the central axis
The width of the voxels in the penumbral region of the pr
files is 0.1 cm.

In this work, DOSXYZ is modified to allow calculation of
several physical quantities of interest in addition to do
including the energy fluence and average energies of prim
and phantom scattered photons.

Calculations using theDOSXYZ code are run in parallel on
30 CPUs producing 30 files for each quantity of intere
EachDOSXYZ calculation reads a corresponding phase-sp
file as input, recycling it less than 6 times for the 10 M
beam and less than 17 times for the 20 MV beam, and p
vides output files in ASCII format. These outputs are p
cessed off-line to calculate the mean and standard deviat
of each quantity using the array processing utility~SIGMA! of
the PAW software~version 2.09/13! from CERN.43 The sta-
tistical uncertainties in dose at the depth of maximum io
ization and at a depth of 10 g/cm2 are typically60.2% ~1
standard deviation!.

Since an ion chamber measures ionization and not d
the calculated values for dose have to be converted to
ization, by correcting them for a series of correction facto
including the Spencer–Attix stopping-power ratio of water
air. No published photon beam dose distribution, that we
aware of, has taken account of the variation of stopp
power with position. The value of dose in each voxel
divided by the corresponding value of (L̄/r)air

water ~see Sec.
II C 3! to provide ionization. The variation of other corre
tion factors with the position in the beam is ignored in th
work and the value of the dose corrected for the ratio
stopping power of water to air is loosely called ionization
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FIG. 3. Geometry used to calculate dose distributio

with DOSXYZ and (L̄/r)air
water distributions withSPRXYZ.
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3. Stopping-power ratio calculations with SPRXYZ

A code calledSPRXYZ was written, which is a hybrid of
the NRC user-codesSPRRZ44 andDOSXYZ. This code enables
one to calculate Spencer–Attix stopping-power ratios for
alistic photon and electron beams in a Cartesian geome
Values of (L̄/r)air

water calculated on the central axis using e
ther SPRXYZ or SPRRZ show very good agreement, whic
gives confidence that the new code is working properly.

Calculations at 10 MV show that the variation
(L̄/r)air

waterwith depth amounts to 1.25% over the entire dep
of the phantom. The value of (L̄/r)air

water starts at 1.119
60.001 just past the PMMA wall, rapidly decreases
1.11460.001 at depth of maximum ionization, has a value
1.11360.001 at 10 cm depth, and then uniformly decrea
to 1.10660.001 at 50 cm depth. The trend just discussed~an
increase close to the surface and a very gradual decrease
increasing depth beyond depth of maximum ionization! is in
agreement with calculations done by Andreo and Nahum45

Previous NRC calculations46 of (L̄/r)air
water which employed a

point source emitting a 10 MV spectrum~from Mohan
et al.47! from a 100 cm distant point in vacuum~i.e., having
no electron contamination!, were done using the NRCSPRRZ

code, and calculated a value of 1.114 at the surface an
value of 1.107 at 15 cm depth. These values compared to
calculation performed in this work, show differences of up
0.5% in the buildup region, mainly due to the electron co
tamination included in the present case. The difference
tween values of (L̄/r)air

water inside and outside of the field in
Medical Physics, Vol. 27, No. 10, October 2000
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the 10 MV beam at the depth of maximum ionization, and
10 and 20 cm depths, is 1.8%, 2%, and 2.7%, respective

At 20 MV the variation of (L̄/r)air
water with depth amounts

to 2% over the entire depth of the phantom. The value
(L̄/r)air

water starts at 1.10460.001 just past the PMMA wall,
rapidly decreases to 1.09260.001 at depth of maximum ion
ization, has a value of 1.09160.001 at 10 cm depth, and the
uniformly decreases to 1.08260.001 at 50 cm depth. The
value of (L̄/r)air

water inside the field in the 20 MV beam a
depth of maximum ionization, and at 10 and 20 cm depth
3.4%, 3.9%, and 4.5%, lower than outside the field, resp
tively.

Due to the very low energy of photons outside the fie
~see Sec. II B 2!, the ion chamber is mainly detecting photo
and not electrons, and therefore a correction for (L̄/r)air

water in
those regions may not be necessary. The (L̄/r)air

water correc-
tion is applied throughout the phantom. Since the (L̄/r)air

water

is a relative correction, inside and outside the field, the
solute effect is so small that its effect on the dose cr
profiles studied is not observable. For this reason the te
dose profile and ionization profile are used interchangea

4. Normalization and comparisons of data and
uncertainties

The falloff region ~starting at 1 cm past depth of max
mum ionization! of both the calculated and the measur
central-axis depth-ionization data are fit to a fourth-ord
polynomial using least squares. Typical values obtained
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x2 per degree of freedom are 0.6–0.7 at both energies. U
the fit, ionization data are normalized to a value of 1.0 at
g/cm2 depth.

When comparing data sets which agree within a few p
cent but which vary considerably, it is essential to show
difference plot in order to see any systematic trends. Co
paring Monte Carlo results is straightforward since the sa
bins are used and the uncertainties are just the sum of
statistical uncertainties~1 standard deviation! taken in
quadrature. Comparisons of calculations and experiment
more complex. Measured data are taken to have a system
uncertainty of 0.2% and are interpolated linearly to obt
values which correspond to the midpoints of Monte Ca
bins. The error bars shown are the sum of the statistical
systematic uncertainties~1 standard deviation! taken in
quadrature. In the plots, any points without error bars
points for which no measured data are available.

D. Factors studied

1. Electron beam energy

One advantage of using the NRC linac in the benchm
study is that the electron beam energy is known to better t
1%, so it is not taken as a parameter. However, when
nominal beam energy is varied by 3% at 10 MV and 5%
20 MV, it is observed that, unlike the peripheral dose~dose
outside the penumbra!, the dose distribution inside the fiel
and in the penumbral region are sensitive to such variatio
The beam energy, as one expects, also impacts the d
ionization distribution and the calculations show that, for e
ample, increasing the electron energy from 20 to 21 M
changes the value of relative ionization at 10 g/cm2 depth,
from 0.78860.001 to 0.79660.001.

2. Electron beam energy distribution

To assess if the electron beam energy distribution~which
is taken as a Gaussian! has an observable effect on the do
distribution, a calculation done with a monoenergetic 20 M
beam is compared to our Gaussian model~with 1% energy
spread! and no statistically significant differences in the ce
tral axis depth dose or dose profiles are observed at the
~1s! statistics level.

3. Electron beam radial intensity distribution

Figure 4 shows the effect, for the 10 MV photon beam,
ignoring the radial intensity distribution of the electron bea
and simulating it as a pencil beam of radius 0.001 cm,
stead of as a Gaussian with FWHM of 0.45 cm, which has
uncertainty of only60.05 cm. This comparison demon
strates the necessity of modeling the electron beam ra
intensity distribution and that the measured values are cle
known well enough. As expected, the penumbral width g
wider when the source size is increased, making the pro
systematically different in the penumbral region.
Medical Physics, Vol. 27, No. 10, October 2000
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4. Electron beam sweeping angle and divergence

Calculations for the 20 MV beam with the sweepin
turned off~i.e., zero sweeping angle! show that the sweeping
angle has an immense effect on the entire shape of the
file. To check the sensitivity of the calculations to the swee
ing angle more closely, the sweeping angle is changed f
4.2° to 4.1°. Calculated dose profiles atdmax in the 20 MV
beam with the sweeping angle of 4.1° are higher by up to
in the shoulder region, i.e., inside the geometrical edges
the field, but not different outside. This provides a mo
precise estimate for the sweeping angle and shows th
must be 4.260.05° ~compare to the estimate of 4.260.3°
from measurement, see Sec. II A!.

As discussed before, a reasonable estimate for the e
tron beam divergence for the NRC linac is about 5 mrad
calculation at 20 MV, with a 15 mrad divergent electro
beam ~worst possible case!, only shows differences inside
the field and these are less than 0.8% of maximum ion
tion. However, using the 5 mrad estimate, there is no obs
able effect from including the beam divergence in the mod

5. Electron multiple scattering in the target

To see whether the results are sensitive to the detail
the electron multiple scattering in the target,ESTEPE ~the
fractional energy loss per step!48 was reduced to 0.5%. Re
duction of ESTEPE results in smaller electron multiple
scattering step sizes. The step size, which by default is
termined by the PRESTA algorithm,49 depends on the
dimensions of the voxels. Selection of the step size

FIG. 4. Comparison of the dose profiles calculated at depth of maxim
ionization in the 10 MV photon beam with~solid line! and without~dashed
line! modeling the intensity distribution of the incident electron beam on
exit window. There are statistically significant differences, as shown by
inset, both inside and outside the geometrical edges of the field~vertical
lines!. Error bars here and elsewhere correspond to 1 standard devi
estimates of the overall uncertainty~see Sec. II C 4!.
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PRESTAcan lead to energy losses per step of typically a f
percent~7% at 10 MeV in tungsten!, or even 25% in large
regions in water. The results show no sensitivity toESTEPEat
the 1%~1s! statistics level.

6. Secondary collimators

Since the inner surfaces of the secondary collimators
not necessarily aligned, the opening of each individual jaw
both the upstream and downstream faces are measured
the measurements used in the simulations. The uncerta
on these measurements is 0.05 cm. Shifts of 0.05 cm in
lateral position of the back of the upstream jaw, located
z539.01 cm, changes the ionization in the penumbral reg
by up to 8% of maximum ionization~and could reverse the
sign of the 4% discrepancy seen in Fig. 11!.

Since the penumbra is partially shaped by transmiss
through the edges of the jaws the exact composition of
jaw might have observable effects. The composition of
jaws is varied from pure tungsten to a tungsten alloy~10.7%
Cu, 32.2% Ni, 57.1% W, by weight! and no difference is
observed in the profiles.

The primary transmission through the bulk of each of
jaws is estimated to be negligible~less than 0.03% through
10 cm of W!.

III. RESULTS

A. Phase-space analysis

The phase-space data scored at the phantom surfac~in
addition to those scored behind the jaws!, provide histograms
of absolute numbers of energy weighted photons and e
trons differential in energy~Fig. 5! photons and differentia

FIG. 5. Energy-weighted number of photons~thick histograms! and elec-
trons ~thin histograms! differential in energy for both the 10 and 20 MV
photon beams calculated for all particles reaching a scoring plane at 10
SSD. The histograms are normalized per incident electron on the targe
the bins are 250 keV wide.
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in position ~Fig. 6!.
Note that the phase-space files analyzed in Figs. 5 an

are 9 times smaller than those used in the dose calculati
At both energies the statistical uncertainty in the photon
ence inside the field, for the phase-space files used in
dose calculations, is about 0.2%~for a 1 cm2 region!.

B. Central-axis depth ionization

1. The 10 MV photon beam

Figures 7 and 8 show comparisons of the Monte Ca
calculated values of central-axis depth-ionization curves w
the ion chamber measured values corrected for the effec
point of measurement, for the 10 MV beam. The agreem
past depth of maximum ionization is better than 0.7%
local ionization~with a statistical precision of 0.2%–0.5%!.
On account of the normalization procedure used here,
effect of the correction factors shows up mostly in t
buildup region~see Figs. 8 and 9!. Correcting for the effec-
tive point of measurement has much greater impact on
depth-ionization curve than correcting for (L̄/r)air

water. For ex-
ample, if we vary the effective point of measurement we fi
that using a shift of 0.6r inner upstream of the center of the io
chamber gives the best agreement and the agreement i
buildup region becomes better than 0.45% of local ionizat
~see Fig. 9!. The value of 0.6r inner is in agreement with the
new recommendations of the IAEA50 and AAPM51 however,
it is only used in this paper when explicitly specified.

At 10 MV, the calculated value for the ratio of dose o
central axis at 10 g/cm2 depth to that at depth of maximum
ionization is 0.68260.001 and that of ionization is 0.68
60.001. The measured value is 0.68260.002 ~0.689
60.002 if the effective point of measurement is ignore!.

cm
ll

FIG. 6. Photon energy fluence distributions at 100 cm SSD for the 10~solid
line! and 20 MV~dashed line! beams, for a 2-cm-wide strip centered on th
y axis.
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The uncertainty estimates on the measured values are b
on an estimate of 0.05 cm uncertainty in the position. In
10 MV beam, the ratio of the dose at 20 g/cm2 to that at 10
g/cm2, D20/D10, is 0.58760.001 based on the calculation
and 0.58460.002, based on the measurements. The d
from contaminant electrons constitutes 1.3760.03% of

FIG. 7. Comparison of the calculated~solid lines! and measured~dashed
lines! depth-ionization curves in the 10 and 20 MV photon beams.
curves are normalized to a depth of 10 g/cm2 using a fourth-order polyno-
mial fit. The measurements are corrected for the effective point of meas
ment using a shift equal to 0.753r inner, upstream of the center of the io
chamber.

FIG. 8. Comparison of the calculated~solid line, open circles! and measured
~solid line, filled circles! depth-ionization curves in water for the 10 MV
beam in the buildup region. These measured values are corrected fo
effective point of measurement using a shift equal to 0.75r inner, upstream of
the center of the ion chamber. All curves are normalized at a depth o
g/cm2 using a fourth-order polynomial fit. The calculated depth-dose cu
~long dash line! and the measured ionization not corrected for the effec
point of measurement~short dash line! are also shown. The calculated curv
for ionization is obtained by dividing the calculated values of dose by va

of (L̄/r)air
water calculated using theSPRXYZ code.
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sed
e
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maximum dose on the surface of the phantom~in the PMMA
window! and 0.3560.02% of maximum dose at the depth
maximum ionization.

2. The 20 MV photon beam

At 20 MV the depth-ionization curves agree to better th
0.3% of local ionization past depth of maximum ionizatio
and to better than 1.55% of local ionization in the build
region ~see Figs. 7 and 10!.

Although correcting for the (L̄/r)air
water has a minor effect

compared to the effect of the effective point of measureme
nonetheless, it has an observable effect and it slightly wo

l

e-

the

0
e
e

s

FIG. 9. Percentage differences in the calculated and measured centra
depth ionization curves for the 10 and 20 MV beams, when the shift
stream of the center of the ion chamber related to the effective poin
measurement is taken as 0.6r inner @~a! and ~c!#, and when it is taken as
0.75r inner @~b! and ~d!#. The 20 MV beam clearly demonstrates that t
former choice results in much better agreement in the buildup region.

FIG. 10. The same as in Fig. 8 but for the 20 MV beam.
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ens the agreement in the buildup region if the shift for
effective point of measurement is taken as 0.75r inner. As in
the case of the 10 MV photon beam, correcting for the
fective point of measurement has much greater impact on
depth-ionization curve than correcting for (L̄/r)air

water. If we
vary the effective point of measurement we find that usin
shift of 0.6r inner upstream of the center of the ion chamb
gives the best agreement and the agreement in the bu
region becomes better than 0.5% of local ionization~see Fig.
9!.

At 20 MV, the calculated value for the ratio of the do
on central axis at 10 cm depth to that at depth of maxim
ionization is 0.78760.001 and that of ionization is 0.78
60.001. The measured value is 0.78560.002 ~ignoring the
effective point of measurement this value would be 0.7
60.002!. In the 20 MV beam, the ratio of dose at 20 g/cm2

to that at 10 g/cm2, D20/D10, is 0.64160.001, based on the
calculations, and 0.64260.002, based on the measuremen
The dose from contaminant electrons constitutes 3
60.07% of maximum dose on the surface of the phantom~in
the PMMA window! and 1.2060.03% of maximum dose a
depth of maximum ionization.

It is interesting to note that none of the factors studied
Sec. II D affects the calculated value of %dd~10!, except, of
course, the electron beam energy.

C. Ionization profiles

1. The 10 MV photon beam

Figures 11, 12, and 13 show comparisons between m
sured and calculated ionization profiles at 1.99(dmax), 9.79,
and 19.79 g/cm2 respectively. The agreement between cal
lations and measurements is better than 1%~of maximum

FIG. 11. Comparison of the calculated~solid line! and measured~dashed
line! ionization profiles at depth of maximum ionization~1.99 g/cm2! for the
10 MV photon beam. Both curves are normalized to the value of ioniza
at 10 g/cm2 depth on central axis. The vertical lines show the geometr
edges of the field in the model.
Medical Physics, Vol. 27, No. 10, October 2000
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ionization!, out to 1 cm inside the geometrical edges of t
field. As one approaches the penumbra, the agreement w
ens at all depths. The worst case is at the depth of maxim
ionization ~see Fig. 11!, where maximum differences o
about 5%~of maximum ionization! are present. Because o
the very steep dose fall-off in the penumbra, a slight m
alignment of the jaws can lead to differences of the or
seen here~see Sec. II D 6!. The discrepancy between the p
sition of the calculated and the measured penumbrae is a
0.05 cm at the depth of maximum ionization, and a ma
mum of 0.15 cm at 19.79 g/cm2 depth. The discrepancy in
the peripheral dose distributions is about 0.3%~of maximum
ionization! at depth of maximum ionization, but it reduces
less than 0.2%~of maximum ionization! at 19.79 g/cm2

depth.

n
l

FIG. 12. The same as in Fig. 11 but at 9.79 g/cm2 depth for the 10 MV
photon beam.

FIG. 13. The same as in Fig. 11 but at 19.8 g/cm2 depth for the 10 MV
photon beam.
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2. The 20 MV photon beam

The calculated profiles at 20 MV show essentially t
same kind of agreement with the measurements as at 10
Figure 14 shows the comparison at depth of maximum i
ization.

The discrepancy around the geometrical edges is evi
in this case too, but the profiles match slightly better in
regions well outside the edge.

IV. DISCUSSION AND CONCLUSIONS

A very precise set of benchmark comparisons of Mo
Carlo calculated dose distributions in 10 and 20 MV pho
beams have been performed. The agreement between c
lations and measurements on the central axis for both b
energies is generally better than 0.5% of maximum ioni
tion. The correction for the effective point of measureme
has a greater impact on the central-axis depth ionization
the variation of (L̄/r)air

water. In accordance with the IAEA
protocol31 the measured values for depth ionization were i
tially shifted upstream by 0.75 times the cavity radius of t
chamber. This leads to discrepancies of up to 1.5% betw
the measurements and the calculations in the buildup reg
However, if the factor multiplying the cavity radius i
changed from 0.75 to 0.6, the agreement in the buildup
gion becomes better than 0.5% of maximum ionization, e
for the 20 MV beam. These data provide strong support
the change to a shift of 0.6r inner.

The stopping power ratio is calculated using the realis
photon beam in a geometry identical to that used in the d
calculations. In the simulations, best estimates for the ph
cal parameters involved are used and the sensitivity of
dose distribution to the uncertainties in these parameters
studied. Effort has been put into understanding the fac
influencing the penumbral shape. The lack of knowled
about theexact jaw settingis a dominant factor which cause

FIG. 14. The same as in Fig. 11 but atdmax53.3 g/cm2 depth for the 20 MV
photon beam.
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discrepancies between the simulation and the measure
in the penumbral region. Although the distance between e
pair of jaws is measured at two points~one upstream and on
downstream! to an accuracy of better than 0.05 cm, this a
curacy is not good enough. As an example, if the edge of
jaw located at 39.01 cm is deliberately shifted by 0.05
toward the central axis~i.e., the opening is moved from 1.7
to 1.71 cm!, then the direction of the discrepancy at the ge
metrical edges reverses in Figs. 11–13. Although this un
tainty leads to relatively large discrepancies in terms of
solute dose, as a positional shift it is of the order of 1 mm
less.

The electron beam intensity distribution and sweep
angle are two other important factors influencing the penu
bral shape in the beams. The FWHM of the electron be
intensity distributions is estimated with an accuracy of 0.
cm and although ignoring the intensity distribution altogeth
affects the penumbra, uncertainties of this size cause l
uncertainty in calculated profiles.

Reduction ofESTEPEto 0.5%, from the default value de
fined by thePRESTA algorithm, shows no difference in th
dose distributions, indicating that the results are not sensi
to the details of electron multiple scattering in the target.

Inside the field out to 1 cm from the geometrical edges
the field, the calculated ionization profiles agree with me
surements to better than 1.2% of maximum ionization. T
agreement outside the field is better than 0.5% of maxim
ionization. The agreement around the geometrical edge
better than 5% of maximum ionization and any agreem
better than this, in that region, is likely coincidental and d
to counteracting effects of a series of inaccuracies in
simulation parameters used in the linac model.

The general conclusion is that theBEAM code is capable
of very accurately simulating photon beams generated
electron accelerators but that accurate information about b
the accelerator head and the incident electron beam
needed.
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