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Recent working groups of the AAPJAImond et al, Med. Phys26, 1847(1999] and the IAEA
(Andreoet al,, Draft V.7 of “An International Code of Practice for Dosimetry based on Standards

of Absorbed Dose to Water,” IAEA, 20Q0thave described guidelines to base reference dosimetry

of high energy photon beams on absorbed dose to water standards. In these protocols use is made
of the absorbed-dose beam quality conversion fa&tgrvhich scales an absorbed-dose calibration
factor at the reference qualifiCo to a qualityQ, and which is calculated based on state-of-the-art

ion chamber theory and data. In this paper we present the measurement and analysis of beam
quality conversion factorkq for cylindrical chambers in high-energy photon beams. At least three
chambers of six different types were calibrated against the Canadian primary standard for absorbed
dose based on a sealed water calorimetef’ab [TPR9=0.572, %dd(10)=58.4], 10 MV
[TPRE)=0.682, %dd(10)=69.6, 20 MV (TPR:)=0.758, %dd(10)=80.5] and 30 MV [TPR)

=0.794, %dd(10)=88.4]. The uncertainty on the calorimetric determinationkef for a single
chamber is typically 0.36% and the overadt incertainty on a set of chambers of the same type is
typically 0.45%. The maximum deviation between a measUggend the TG-51 protocol value is

0.8%. The overall rms deviation between measurement and the TG-51 values, based on 20 cham-
bers at the three energies, is 0.41%. When the effeat b mm PMMA waterproofing sleeve is

taken into account in the calculations, the maximum deviation is 1.1% and the overall rms deviation
between measurement and calculation 0.48%. When the beam is specified usﬁlﬁg amRmea-
surements are compared wiky, values calculated using the version of TG-21 with corrected
formalism and data, differences are up to 1.6% when no sleeve corrections are taken into account.
For the NE2571 and the NE2611A chamber types, for which the most literature data are available,
using %dd(10), all published data show a spread of 0.4% and 0.6%, respectively, over the entire
measurement range, compared to spreads of up to 1.1% for both chambers wkgvahees are
expressed as a function of TE%R For the PR0O6-C chamber no clear preference of beam quality
specifier could be identified. When comparing the differences okgumeasurements and calcu-
lations with an analysis in terms of air-kerma protocols with the same underlying calculations but
expressed in terms of a compound conversion faCtgr we observe that a system making use of
absorbed-dose calibrations and calculakgdvalues, is more accurate than a system based on
air-kerma calibrations in combination with calculateég (rms deviation of 0.48% versus 0.67%,
respectively. © 2000 American Association of Physicists in Medic{i&0094-24080)01512-]

[. INTRODUCTION tional protocol committees, the AAPM TG-51 and the IAEA
. , . _ have drawn up guidelines to allow dissemination of the
Prior to 1999, reference dosimetry of clinical high eNergy ,psorbed-dose-to-water standahdsBoth protocols make

photon beams was largely per_formed using chambers Call]se of chamber dependent absorbed-dose beam quality con-
brated free-in-air in terms of air kerma at the reference ra-

. . L . . version factorsky, defined as the multiplicative factor used
diation quality®Co. The clinical reference quantity of inter- Ko P

est, on which patient dosimetry is based, is absorbed dose i conjunction with an absorbed dose calibration factor at a

water. To make the transfer between the calibration situatioﬁeference quality, usualffCo, to arrive at the absorbed dose

and the end-user’s beam, use was made of a chamber dep&ﬁ—"braﬂon factor in a linac beam of quali. The TG-21

dent formalism such as presented in the IAEA TRS2617 protocol already presented expressions which could be used

the AAPM TG-212 A variety of uncertainty estimates of (© calculate absorbed dose calibration factig,,, for a
air-kerma based protocols have been made leading to diffefuality Q, starting from either &°Co exposure or absorbed
ent final uncertainties in the absorbed dose to whier. dose calibration factdr.The German DIN 6800 stand&rd

In the last two decades, standards labs around the worlaresented the concept of absorbed-dose beam quality conver-
have been involved with the development and commissionsion factor kg and, based on the relation between exposure
ing of absorbed-dose-to-water standards and the provision eglibration factor af°Co and absorbed-dose calibration fac-
calibration services directly in terms of absorbed dose to wator at quality Q, it expressed and calculatéd, factors in
ter. In parallel with these developments, two major internaterms of air-kerma protocol related quantities. A summary in
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English of DIN-6808 was presented by Hohlfefd. absorbed-dose calibration factors in high-energy photon
The procedure of using a single absorbed-d96® cali- beams have been performed at the NPL as part of their
bration factor in conjunction with & factor is not used in  absorbed-dose calibration servftA limited number ofkq
the United Kingdom. Instead, secondary standard NE2561 aneasurements have been based on water calorinfétérs.
NE2611A chambers are calibrated directly in terms of ab- In this paper we present values kf measured against
sorbed dose to water at a range of high energy photon beathe Canadian primary standard for absorbed dose. This stan-
qualities at the National Physical LaboratdtyPL).®° Vari-  dard is a sealed water calorimeter operated at 4 °C. Six ion-
ous other national laboratories are in the process of establisization chamber types with three or more chambers of each
ing high-energy calibration capabilies based ontype for three high-energy photon beam qualities are in-
calorimetry’® volved in this study. We compare our data to a selection of
The ultimate goal is to make use of measured beam quahigh quality data from the literature as well as to the AAPM
ity correction factors and the IAEA protocotecommends recommendations and study the adequacy of two parameters,
the use of measurek, factors if possible. In general, how- i.e., %dd(10} and TPF§8 in specifying the beam quality,
ever, there is a lack of accurate systematic measurements bésed on our data as well as the high qu&lgydata reported
absorbed-dose calibration factds, ,, or, alternatively,ky by others.
factors. This is one of the reasons why the protocol commit- We also analyze our results in the framework of the air-
tees of the AAPM and IAEA® adopted calculated values of kerma based TG-21 protocol. Shokt al?*?* compared
ko . Calculated values dfq require accurate knowledge of absorbed-dose calibration factor%to and two linac ener-
the variation of stopping power ratios water-to-air, perturba-gies for a subset of the chambers used in this work with
tion corrections andV,;, with energy. Various estimates of those measured at two European standards laboratories.
the total uncertainty on calculatdg, values have been re- Comparisons aP%Co have also been carried out with the
ported: 1.2% to 1.59 and later on, 1.09%.It is expected National Institute of Standards and Technolg¢yST)* and
that, because of the increasing availability of primary stanthe Bureau International des Poids et Mesu@¥M)?° all
dards of absorbed dose to water, more experimental data @iowing that the NRC absorbed-dose standard is consistent
kg are going to be available in the future. with dose standards worldwide. The underlying work on the
Selection of the parameter to specify the radiation qualityestablishment of absorbed dose to water using the sealed
of clinical photon beams also plays an essential role in thavater calorimeter is described elsewh&r&ince the results
final accuracy of any procedure for the dissemination of abfeported in this work depend on the establishment of the
sorbed dose, whether by direct calibration, throkghfac- NRC sealed water calorimeter the essential features of the
tors, or using an air-kerma based system. Because of ttgystem are described briefly.
difficult nature of accurate absorbed-dose measuremiegts, Finally, all accuracies mentioned here should be put into
measurements are usually performed at standards laboratperspective by remembering the other uncertainties in the
ries in dedicated setups and the linac beams used are mostiglibration of the output of a clinical linac which are domi-
“nonclinical,” stressing the need for an adequate beam qualnated by(i) the measurement with the field instrument in a
ity specifier to allow meaningful comparisons and to makeclinical beam, andii) the stability of the monitor. These
experimental data useful for interpolation. The AAPM latter elements introduce a combined uncertainty of around
TG-51 protocol makes use of the photon component of thd.3% in high-energy photon bearhdBeyond this are the
percentage depth dose at 10 ¢88D 100 cmy %dd(10),* many more uncertainties associated with determining the
whereas the IAEA code of practice uses the more converdose to the tumour. However, the purpose of the present and
tional TPR.5 The latter is independent of SSD and electronrelated work is to produce a reference dosimetry system
contamination of the primary beaaxcept at high energigs  whose uncertainty does not make a significant contribution
However, obtaining %dd(1Q)depends on SSD, and, for to the overall uncertainty in the dose delivered to the tumor.
higher energies, requires correction for electron
contaminatiorf. The issue of beam quality specification has
been the subject of recent controvet8y® Il. MATERIALS AND METHODS
As well as the specifiers chosen in each of the protocolsa . pefinitions

another difference is that the forthcoming IAEArotocol

includes corrections for the effect of a 0.5 mm PMMA wa- 1 ne absorbed-dose beam quality conversion faktgr,is
terproofing sleeve, whereas the TG‘EEptotocoI inherently defined as the ratio of the absorbed-dose-to-water calibration

assumes waterproof chambers factor, NS w at quality Q to the same quantity at a reference
" ) . ; . 60
Careful measurements &f, using Fricke dosimetry for a quality, usually>*Co,
limited set of chamber types have been reported NQ
7 16-19 . . _ Kk :ﬂ
previously. Recent work using calorimetry and theoret Q= xCo - (D)
ical techniques, has demonstrated that the radiation chemical D.w

yield of the Fricke dosimeter increases by 0:7%3% be- In contrast to the tradition wittN,, NS, is corrected for
tween®Co and 20 MVZ° and the results of previously re- saturation so that it applies to 100% collection efficiency. A
ported measurements need to be corrected to account for thifrect measurement ofkg involves determining the
change. Direct, graphite-calorimetry-based measurements absorbed-dose calibration factdy, ,, both at qualityQ and
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at ®®Co. The air-kerma to absorbed-dose conversion factogrdy dependence of this correction factor is determined by
Cq, is measured as the ratio Nf, ,, at qualityQto Ny, i.e.,  the measuring depttb glent at ®%Co) and 10 g/crf for the

0 linac beams and the dose gradient, and varies by about
c.—Now (2 0.04% between 10 MV and 30 MV.
O N kup, the heat defect due to radiation induced chemical

reactions. For the pure water system the heat defect is zero
regardless of energfsee Sec. IIEL

Further details on the performance of the sealed water
galorimeter and the determination of the correction factors
are found in another paper and repdft&®In Sec. Ill A we
summarize the uncertainties of the calorimeter system and
how they contribute to the uncertainty kf .

where, in this case\ is for 100% collection efficiencyfin
other papers'?® we have defined a similar ratio f6Co
beams that is labele@y . The latter is 0.15% greater than
Co mainly because gradient effects in the reference plan
were ignored. Both kg and Cq, are obviously chamber de-
pendent. Whereds, becomes unity a&°Co, Cq is not unity

at ®°Co and depends also on the build-up cap.

C. lonization chamber types and performance

B. The NRC primary standard for absorbed dose to e
verification

water

A stagnant water calorimeter of the Domen type was con- Absorbed-dose calibrations were performed for 17 Farmer
structed and is described in detail elsewt€rBriefly, the lonization .chgmb.ers of five different types and for three
calorimeter consists of a 3B0x30 cnT water tank, and the NE2611A ionization chambers, a chamber type used as sec-

measurement of temperature rigeT,,, is performed using ondary standard chambers in the United Kingdom. In addi-

0.4-0.5 mm thermistor probes located on the axis of a nyon to the chambers provided to us on loan, the in-house

lindrical vessel of 60 mm diameter. By operating at 4 °C WeNRC Farmer-type chambers NE2571 with serlal_ n_umbers
eliminate convection, and the effects of heat transfer due t§67 and 1527 were u_sed. The types and characteristics of the
conduction are accounted for by numerical modelling of thechambe_rs are listed in Table I. Except for the NE2571 type,
heat transport in the calorimeter. The absorbed dose to watevly,here five chambers were used, we used three chambers of

D,,, is obtained by multiplication oAT,, with the specific ealc hbtype(.j Ogoecof th?bprcatFjlca]}est of C.“nlﬁalt d03|met_try p;roto-
heat capacity of water at constant pressuayg, as well as a cols based ofT0 calibration factors 1s that correction fac-

number of correction factorks , some of which are slightly tors for all chambers of the same type are the same. In order

energy dependent and need to be studied in detail befo%% find out whether there would be a correlation in the per-

trustworthy measurements kf can be performed. The full fmance at low phqton energies and valqesk@f for a
dose equation is particular chamber, irregularities in wall thickness unifor-

mity and/or dust inside the chamber were studied. We mea-
1 sured the axial uniformity of the chamber response in 50 kV
P 1—Kup ) (HVL: 1.1 mm Al; Ec4=22 keV) x rays. The maximal re-
. . . sponse variation as a function of angle for the plastic cham-
The correction fgctors have the following meaning. bers amounts to around 1.5¢%xradin A12: 1.3%, PTW
Ke, a correction for heat loss. Its valug IS dgnved from 35001 1.6%; PRO6-C: 1.6pexcept for the NE2581 types in
numerical calculations of heat transport, including the NONY hich case it was up to 4%. Response variations for the

water materialgglass vessgl, therm|§tor probesd a sepa- graphite chamberdNE2571, NE2611Awere usually limited
rate heat transport calculation involving the nonuniformity ofto 0.17%:"0.06%

the dose profile both laterally and in depth. The energy de-
pendence of this correction is brought about(thy absorp-
tion of radiation in the vessel and probes relative to wate
(stopping power ratipand(2) differences in depth-dose pro-  Table Il shows the radiation qualities used for the ion
files leading to differences in heat loss at the different enerehamber measurements. Ti#f€o beam was provided by an
gies. Correction factors are of the order of 0.1%—-0.2%. Theé&Eldorado 6 unit. For the linac beams, we made use of an
energy dependence of this factor is approximately 0.09% beslectron beam, swept along the surface of an imaginary cone,
tween®Co and 30 MV x rays. with the apex of the cone being fixed at a point on the sur-
kp, a correction for the field perturbation due to scatteringface of a plane x-ray target. The target was a water cooled,
properties of calorimeter construction materials differingfully stopping Al block. At higher energies, as pointed out
from water. The correction varies from 1.002 to 0.999 be-before?® this procedure generally leads to reasonably flat
tween®Co and 30 MV for our vessel system. profiles without any further flattening. At 10 MV, however,
kqq, @ correction for the nonuniformity of the lateral dose an additional Al cone was required to further flatten the field.
profile in the measuring plane. It is usually within 0.05% of The uncertainty on the electron energy is typically 1%. A
unity, except at 10 MV where it is larg€d.12% due to the collimator setup of a clinical accelerator was used for field
way the beam is flattened and fiCo where it is 0.10%. size definition. More detailed information on the collimator
k,, a correction for the fact that the water density is dif- arrangement can be found elsewhéte.
ferent at 4 °C than at the reference temperature to which the The nominal source-surface distance was 100 cm for all
ion chamber calibrations are referréice., 22°Q. The en- measurements and the calibration depth was 10.00°gogh

DW:ATW‘CW' kC' kp' kdd' k

rD. Photon beams and beam quality specifiers
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TasLE |. Chamber types, serial numbers, and composition of ion chambers used in this study. The cavity
diameters were between 6.1 and 6.4 mm except for the NE2611 which has a diameter of 7.4 mm.

Wall Central
Chamber Serial material electrode,
type number and thickness diameter Stem Cap Avan
NE2571 667,1527,2572 C Al Al Delrin 0.990
2587,2595 0.065 g/cr 1 mm
NE2611A 136,137,138 C Al Al Delrin 0.984
0.090 g/cm 1 mm
NE2581 1047,1067, A150 A150 Al Lucentine 0.990
1078 0.040 g/cm 3 mm
PTW N30001 358,359,360 PMMA/C Al Al PMMA 0.991
0.045 g/cm 1 mm
Capintec PR06-C  68907,68910 C552 C552 C552 Polystyrene  0.991
68927 0.050 g/cm 1 mm
Exradin A12 101,149,150 C552 C552 C552 C552 0.991
0.088 g/cm 1 mm (hollow)

5.36 g/cnf for the linac beams antfCo, respectively. These summarizes the dose rates used for all reported chamber cali-
depths include the PMMA window thickness of 3 mm which brations and calorimetry at the linac and for the chamber
was scaled to effective depth in water using the nominafalibrations af°Co.
mass density of 1.19 g/chof PMMA. For the measurements For all linac beams central-axis depth-ionization curves
in the linac beams, two sheets of Styrofoam, each of 5 cnand lateral profiles at the reference depth were measured in
thickness,(p=0.028 g/cr) located directly and at 15 cm the calorimeter tank using a PTW 233642125 cni) cham-
upstream of the calorimeter tank, respectively, were als®er mounted on a scanning system. For each linac radiation
present during chamber as well as calorimeter work. quality we experimentally determined TERand the photon
The field size for both the linac beams and $A@o beam component of the percentage depth-dose at 10 cm,
was 10<10 cnf at the measuring depth. Beam output of the%dd(10),. TPR3 was measured according to its definition,
linac was monitored at two positions, using a pair of cylin-i.e., by keeping the source-detector distance constant and
drical chambers just upstream of the collimators and a foumoving the phantom. For the purpose of determining
guadrant transmission monitor downstream of the collima%dd(10), the central-axis depth-dose was measured with a
tors. The consistency of these monitors for normalization ofl mm lead filter in the primary beam positioned at 44 cm
the chamber signal within a day of measurements was typidpstream from the surface of the calorimeter phantom. A
cally better than 0.1%. In addition, to follow the day-to-day correction for ion chamber replacement was applied by shift-
variation of the monitors, we used a graphite thimble ionizaing the depth-dose curve upstream over a distance of 0.6
tion chamber mounted in an Al miniphantom. This system times the chamber inner radius. The photon component at 10
further referred to as the “phantom-monitor,” was posi- cm was extracted according to the fit presented in the AAPM
tioned at a reference distance upstream from the calorimet&fG-51 protocdt and interpolated to match the distan@et
box every morning before in-phantom chamber or calorim-cm) between lead filter and phantom surface in our setup.
eter work started. In the case of ti8Co beam accurate Since the field size was 30 cnf at the measuring depth,
timing was based on a constant-frequency signal provided by Monte Carlo calculated correction was applied to obtain
the time and frequency group of our Institute. Table Il also%dd(10), for a field size of 1610 cnf at the phantom

TasLE Il. Summary of the calibration conditions, photon beams, and measured beam quality specifiers. The
repetition rate of the pulsed beams was 240 Hz and the pulse width was apsufTRe uncertainties on the
beam quality specifiers arerl

Beam designation ®Co 10 MV 20 MV 30 MV
Source-surface distance 100 cm 100 cm 100 cm 100 cm
Calibration depthg/cn?) 5.36 10.06 10.0G¢" 10.0G
Field size at measuring point X0 cnf 10X10 cn? 10X10 cn? 1010 cn?
Electron energy 10 MeV 20 MeV 30 MeV
Target thicknessgAl) 2.5cm 4.5 cm 6.0 cm
Sweep angle 4.2° 4.2° 2.8°
Flattening filter Al-cone none none
TPRS 0.572+0.00) 0.682+0.00)  0.758+0.00)  0.794+0.00)
%dd(10), 58.4+0.1) 69.6+0.2) 80.5+0.2 88.4+0.2)
Dose rateg(Gy/min) 1.5 1.5 1.8 2.5

3Note: This depth excludes 10 cm of Styrofoam upstream from the calorimetetaitk028 g/cmi).
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surface. These corrections amounted to an increase in abswater system amounted to 2.3%, 2.3%, and 2.1% at 10 MV,
lute %dd(10) of 0.50% at 10 MV, 0.32% at 20 MV, and 20 MV, and 30 MV, respectively. The model calculations at
0.25% at 30 MV. Since the two insulating layers of Styro-4 °C predict a difference of 2.2% at 1.5 Gy/min and 2.1% at
foam were in place during the profile measurements, a fur3 Gy/min. The H system, was 0.1% higher and 0.2% lower
ther Monte Carlo calculated correction was applied to acthan the pure-water system at 10 MV and 20 MV, respec-
count for the effect of the difference in effective depth to thetively, whereas theory predicts a steady state with zero heat
measurement of the beam quality specifier %dd{1@)- defect for this system as well as the pure-water system. Un-
creases in absolute %dd(1@®f 0.84%, 0.84%, and 0.97% at like in Seuntjenset al?’ we have decided to base the ab-
10 MV, 20 MV, and 30 MV, respective)y Direct determi- sorbed dose determination on the pure-water system only.
nations of %dd(10Q) for a field size of 1x10 cnf at the  Our experience over the years of the maximal discrepancy of
phantom surface without Styrofoam were within 0.1% of thethe three mentioned systert@3% is used as an uncertainty
corrected measurements described above. The 10 and 20 Mdétimate on the heat defect in the steady state pure-water
beams were also simulated using the Monte Carlo systersystem.
EGS4/BEAM, and profiles and depth-dose curves were cal-
culated and were shown to agree with the measured profiles
to within 1% of maximum ionization within 1 cm inside the <- /0 chamber measurements
geometrical edges of the fief The ®°Co beam(Table II) is In the linac beams, all individual chamber calibrations
horizontal and the window thickness of the tank is 3 mmwere performed directly in the water calorimeter with the
PMMA, making measurement of %dd(10)mpossible. detection vessel removed, and after the water temperature
Therefore a Monte Carlo calculated value of %dd(10) had been increased to room temperature. The wooden insu-
=58.4, taken from Yangt al®" was used. The measured lating calorimeter box was removed and replaced with a
value of TPRJwas 0.576 compared to the calculated 0.572frame holding a 0.1 mm resolution scanning system. The
The uncertainties on the beam quality specifiers as quoted ithamber mounted on the scanner was moved close to the
Table Il are br. For the linac beams these were calculatedreference position. Fine-tuning of the chamber position at the
based on positioning accuracy and measurement reprodugeference depth was performed using a telescope and a me-
ibility and the applied corrections. F&PCo, the statistical chanical standoff.
uncertainties on the Monte Carlo calculations have been At %%Co, the absorbed-dose calibrations of the chambers
used. were performed against the NRC absorbed-dose standard as
The beams used in this work are similar to, but not ex-declared on 1 July 1998, which is based on extensive mea-
actly the same, as the soft NRC beams described in the papsuirements using the same sealed water calorimeter as used in
of Rosset al?® In the earlier work the SSD and measuring the linac experiments, but for dissemination purposes, the
depth were 125 cm and 7 cm, respectively, and the monitogose value at°Co has been transferred from the calorimeter
used was a plane parallel chamber mounted inside the watphantom to a 5850x50 cn? water phantom using ioniza-
tank directly upstream from the calibration point. In Sec.tion chambers and Fricke dosimeters. It has been demon-
[l1C the present data are plotted in conjunction with thestrated that water-to-air stopping-power ratios and hence
former Fricke based data for NRC’s hard and soft beams andalibration factors are virtually phantom size independ@nt,

with data from other groups. justifying a transfer procedure based on ionization chambers.
All the chambers involved in this work were therefore indi-
E. Determination of N, ko, and Cop vidually calibrated in the 5850x50 cnt water phantom for

which the beam data have been provided in Table II.

All the ion chamber measurements in the linac beams

The calorimeter was used to measure absorbed dose teere normalized on the phantom-monitor and were corrected
water per monitor unit, normalized on the phantom-monitorfor temperature and pressure to the standard conditions
value. Briefly, establishing the absorbed dose to water in th€22 °C, 101.325 kPa It is also known that, especially for
calorimeter phantom for each radiation quality involved atplastic walled chambers, their volume is somewhat depen-
least 1 month of calorimetry before and after the chambedent on the temperature at which the calibrations are per-
measurementgbetween 150 and 200 runs per engrggs-  formed. For the Exradin A12 chamber we established that
suming no setbacks due to failing thermistor probes or watethe volumetric expansion increases the volume, and therefore
purity issues. It was essential to monitor water purity to en-decreases the calibration factor by 0.04%/°C. For the graph-
sure proper behavior of the calorimeter response for each filte chambergNE2571, NE2611A this effect is an order of
and energy. Therefore we used three water systems: a puneagnitude smaller. To avoid concerns about volumetric ex-
water systengsaturated with Ar or b)), a hydrogen saturated pansion for the plastic chambers, we performed the chamber
system and a 43/57 mixture of hydrogen and oxygen. Thealibrations in the calorimeter tank at a temperature of 22 °C
calorimeter response was verified so that the relative differ==1 °C.
ence between the pure-water system or the hydrogen system, Chamber irradiations were performed with polarizing
and the hydrogen/oxygen mixture agreed with model calcuvoltages of 300 V, 150 V, ané-300 V. lon recombination
lations of the relative heat defect at 4 °C. The relative differ-corrections P;,, were determined using the linear two-
ences between the 43/57 mixtifref H,/O, and the pure voltage technique as implemented in TG dr linac beams.

1. D,, based on water calorimetry
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TasLE lll. Saturation and polarity correction factors at 20 MV. The dose yoltages. In a recent extensive study using a subset of the
rate amounted to 1.8 Gy/min; the pulse repetition frequency was 240 Hz. ionization chambers used in this work Yaegal 36 showed

Pon that a correction based on the full saturation curve differs by
less than 0.16% from the correction based on the quadratic
DFeOr:I'L‘:T']aac:d form, (i.e., 1M vs 1M?) of the two-voltage technique, and

differs by less thant0.12% from unity for all cylindrical

Chamber type Serial No. Py this work  Roos(Ref. 39 - 36 ¢
chamber types studied here. From the Yah@l.>” study, it

NE2571 667 09991 1.0024 is not clear what the exact mechanism is leading to a nonlin-
2572 0.9990  1.0028 V2 1M wrati For th in thi
2587 09997  1.0012 ear (1¥4,1/M) saturation curve. For these reasons, in this
2595 0.9993  1.0023 work, we have chosen to measure the saturation correction in
1527 0.9998  1.0022 the linac beams using the linear two-voltage approach in the
Average 1.0022 1.0021 form outlined in TG-51* and ignore the saturation correction
NE2611A 136 09996  1.0029 at %°Co, where the rms deviation between a full analysis of
137 0.9997  1.0021 h turati d unit 0.073%n the li
138 09997 10020 e saturation curve and unity was 0. n the linac
Average 1.0023 1.0022 beams, we assign uncertainties to our measured values of
NE2581 1047 1.0002  1.0034 Pion based on the difference between the expected value
1067  1.0001  1.0035 from the Derikum and Rod$ analysis, and our measure-
1078~ 1.0008  1.0029 ments using the two-voltage technique.
Average 1.0033 1.0014 Th larit ti t di t .
PTW N30001. 358 09995  1.0013 . e polarity correc ionP, corrects a reading at posi-
359 0.9993  1.0010 tive polarity to the average of the readings at positive and
360 0.9994  1.0019 negative polarity. As an example, measured polarity correc-
Average 1.0011 1.0020 tions at 20 MV are listed in Table IIl. The polarity correction
PRO6-C 68 907 09993 1.0019 factor was found to have no significant energy dependence.
68910 1.0007  1.0013 The factorP ts for the d fil th
68 927 10001 10013 ~ The factorPgq4 corrects for the dose profile over the re-
Average 1.0015 1.0018 gion occupied by the chamber. It is derived from measuring
Exradin A12 101 0.9993 1.0020 the dose profile in two dimensions at the depth of interest.
149 1.0000  1.0021 The correction arises from the integration of the profile and
150~ 0.99%  1.0016 comparing with the dose at the reference position. The cor-

Average 1.0019 1.0020 . . .
9 rection amounts to about 1.001 at all linac energies for a

Farmer-type chamber.
Since different electrometers have been used in the linac

Derikum and Roo¥ studied saturation correction factors of beams and th&°Co beam, corrections for the electrometer
some thimble-type ionization chambers in pulsed beams:alibration in terms of absolute chardge, ., have been ap-
They showed that only for the NE2561 and the PTWwplied. This amounted te<0.15% correction.
M233641 chambers the saturation curves were linear when For waterproofing, all but the waterproof Exradin A12
plotted as I vs 1V, whereV is the chamber potential. For chambers were inserted & 1 mmPMMA sleeve. At*°Co, a
other chambers they foundM/drops more quickly at higher sleeve of this material and this thickness has been proven to
voltages than expected. This excess charge was attributed ilicrease the response of an NE2571 chamber by
charge multiplication and the points at high voltages were).06%+0.03%>" In a 20 MV beam, the same sleede-
eliminated so that correction factors for recombination couldcreasesthe response by 0.19%90.10%3’ In the TG-51 re-
be derived. With the exception of the PTW M23332 cham-port, it is recommended to use a waterproofing sleeve bf
ber, their results were expressed aBR;,,=1.001 mm thick for nonwaterproof chambers, the effect of which
+(0.15d%r/V) whered represents the equivalent electrode has not been included in the calculations underlyingkge
spacing in mmr the pulse charge density in 19Cm 3and  data in that report® With the exception of the Exradin A12
V the polarizing voltage in V. The first term is for initial chamber, thekg data presented in this work apply to the
recombination and the second term represents the dose-p@hambers insertedhia 1 mmPMMA sleeve, i.e., no sleeve
pulse dependent volume recombination. Table Il lists ioncorrection was applied to the data.
chamber recombination correction factors at 20 MV using Once the corrections have been derived, the fully cor-
the linear two-voltage technique, compared with Derikumrected chamber reading is calculated as
and Roos’ empirical fit. The agreement between measured
and expected values is within 0.01% for the graphite cham- My, =Mp tPionPpolPddPelecs 4
bers and within 0.1% for the plastic chambers. The NE2581
chamber is the single chamber for which the two-voltagewhere Mp 1 represents the temperature and pressure cor-
recombination correction ifarger than expected based on rected chamber reading. The absorbed dose to water calibra-
the equivalent electrode spacing. tion factorsNp, ,, were calculated as the ratio of the calorim-

In continuous beams, Zankowski and Podgof®akowed  eter dose per unit phantom-monitor to the corrected chamber
that standard recombination theory does not work due teeading per unit phantom-monitdkg factors were then de-
what they interpret as charge multiplication effects at highrived by applying Eq(1).
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At %°Co, in addition, the chambers were also calibratedll. RESULTS AND DISCUSSION
free-in-air against the Canadian standard for air kerma, ang_ Uncertainties on measured absorbed dose
the air-kerma to absorbed-dose conversion faflgs was  gjipration factors, Np,, and on beam quality
derived. The experimental values Gf,, the air-kerma to  cgonversion factors ko and Co
absorbed-dose conversion factor at linac beam qu&ity

were calculated a€=Ccko . A credible uncertainty analysis of measured absorbed

_ dose beam quality conversion factors is very important in
F. Calculations of ko and Co view of the recent protocol recommendations of the AAPM

We compare our experimental valueskgf with the cur- and the IAER which utilize calculated beam quality conver-
rently recommended values of the AAPM TG-6The cal- sion factors. Table IV presents the components contributing
culations were done with the PROT progi3f that calcu- to the combined standard uncertainty on a water calorimetric
lates the quantities needed to calculkge Elements of the ~Measurement ditg for a single chamber. All the sources of
PROT program have been used to generate the data in tfiocertainties in the calorimetric experiment are mentioned.
TG-51 protocol. Whereas TG-51 only lisks, factors as a By combining these with the uncertainty from the ion cham-
function of the beam quality specifier %dd(10PROT also ber mea_sure_ments, uncertainty esti_mates on the abgorbed-
calculates the data as a function of T2RMany modifica- dose calibration factorl,\lD‘\,.V are obtamgd. The uncertainty
tions and corrections to the formalism and data have beeﬁn the long tgrm reprodumblllty of the linac monitors arises
publishd since e pubicaion of e AAPM TG-21 proo- (07 O (a1 Prantommontor messurements cver e

: 41-43 : .
col in 1983: PROT calculates values @ using both For th tainty of-. in the i b h d y
the original TG-2% and a fully corrected version of TG-21 Or fhe unceriaimty oi'jon In the linac beams, we have use
[TG-21 (corn]4%“® The fully corrected version of TG-21 the maximum difference between the two-voltage result and

; i i 60
uses the corrected formalism combined with stopping powetrhe fit provided by Derikum and RodSAt *°Co, where no

data based on ICRU Report7taken from the IAEA TRS- correction for recombination was implemented, we used

o o L :
277 Code of Practicg, the TG-21 values for the replacement 0.074%, W.hICh 'S th_e rms dey|at|on between unity and the

: . : full saturation curve investigatidfhfor a subset of the cham-
correction factoff and theP, correction for an aluminum

s bers of the present work. Uncertainty estimates for the other,
electrode’ . ._more straightforward chamber correction factors have been
None of the protocols mentioned above has the correctio, 1i-ad in Table IV(items 12, 15, 15
for the waterproofing sleeve incorporated into the equation Table IV also shows the u'nce,rtainty @, . It is larger
for Pyg. However, to compare state-of-the-art thedas  ,o.5;se systematic components in a calorimetric determina-
opposed to protocol valupsiith experimental values g tjon of absorbed dose to water, as well as the uncertainty on

or Cq, corrections for the waterproofing sleeve have beer,, air_kerma calibration0.3296%) cannot be removed from
applied when appropriate using a three-component extensiqfe jetermination ofCq. However, if measured values of

of the standard equation f¥,. .****When this is the case, Cq or ko are used, the uncertainty on the dose value as-

it will be specifically stated. Ross and Shdttitudied sleeve signed in an arbitrary accelerator beam is the same fokghe
correction factors for the NE2571 and the PR06-C chamber%r the Cq systems since in the end, the measured values of

For PMMA sleeves the behavior of the response was in goomsovcvo or Ny cancel out as long as the saff€o standards

. . D,
agreement with the three-component calculation although, e \;sed to measuile, or Cq and the calibration factors.

some uncertainty was involved in extrapolating their result tOType B uncertainties related to the air-kerma or dose calibra-
zero sleeve thickness. We have compared calculated sleeygn at°co do not propagate into the final dose determina-
corrections with measured sleeve corrections for the waterjo, gt linac energies, which is only determined by the calo-

proof Exradin A12 chamber, where such an extrapolation ig$jmetric dose measureméft and an ion chamber
not needed, and the agreement was within 0.1% for allyeasurement in these beams.

beams. Inclusion of the sleeve component o 1 mm In order to arrive at the combined standard uncertainty on
PMMA sleeve into the model foP,,, increases calculated the absorbed dose beam quality conversion fadtgrsind
kq values by 0.07%, 0.22%, and 0.36% at 10 MV, 20 MV, c,,, the combined standard uncertainty on a determination
and 30 MV, respectively. The forthcoming IAEA Code of of kq Or Cq, for a single chambe(Table V) was combined
Practice includes a similar correction but for the effects of ayith the 1o sample standard deviations &g andCy, so as
0.5 mm PMMA waterproofing sleeve. to incorporate the chamber-to-chamber variation of the con-
Based on usingCq=CcKq, With the C¢, values ob- version factors within a type. This is likely to be a conser-
tained using the fully corrected version of TG-21, and thevative estimate of the uncertainty because some of the
TG-51 values ofk, corrected for the effect of the water- chamber-to-chamber variation may be statistical in nature
proofing sleevdif presenj, we have also derived values of (due to monitor variationsand therefore may have been
Cq as a function of %dd(1Q) This approach has been la- counted already in the type A uncertainty given in Table IV.
beled as an “optimal air-kerma” protocol, and is, except for The combined standard uncertainty on the measkgedal-
the conversion of air-kerma to absorbed-dos®@b and the  ues, including the sample standard deviation on chamber-to-
incorporation of a sleeve correction, exactly equivalent tochamber variations, amounts typically to 0.45%. From the
TG-51. lo sample standard deviations d@, and Cq (data not
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TasLE IV. Type A and type B percent uncertainties on the water calorimetric determinatikg afhdCg, for

a single chamber. Uncertainties which are common to both the reference d@lityand the high energy
photon beam quality of interest in the determinatiorkgihave been bracketed, and are removed from the total
uncertainty calculation ok . However, they are included in the uncertainty estimatesCgn as is the
uncertainty resulting from the air-kerma calibration factor. The number of degrees of freedom in the type A
uncertainties are indicated in square brackets.

Source and type of uncertaintin %) 50Co 10 MV 20 MV 30 MV
Type A
1 Reproducibility AT/MU 0.06190] 0.1993] 0.14165  0.1455]
2 Short term reproducibility ;o /M U 0.0732] 0.0323] 0.0422] 0.0426]
3 Long term reproducibility linac monitors 0.[117] 0.1418] 0.1524]
Type B
Calorimeter related quantities
4 Cw,p (Specific heat capacity (<0.005 (<0.005 (<0.005 (<0.005
5 Thermistor sensitivitys (0.20 (0.20 (0.20 (0.20
6 k. (heat loss 0.15 0.15 0.15 0.15
7 ko (vessel perturbation 0.05 0.02 0.02 0.02
8 kyp (three systems 0.3 0.3 (0.3 (0.3
9 k, (density of water 0.02 0.02 0.02 0.02
10 kqq (profile nonuniformity 0.02 0.02 0.02 0.02
11 Positioning calorimeter, probes, and vessel 0.10 0.10 0.09 0.08
Chamber related quantities
12 Pyg 0.02 0.02 0.02 0.02
13 Pion 0.07 0.16 0.16 0.11
14 Ppol 0.01 0.01 0.01 0.01
15 Peiec 0.02 0.01 0.01 0.01
16 Positioning chamber 0.05 0.05 0.04 0.04
Overall
Np.w 0.42 0.48 0.47 0.47
Ko 0.38 0.37 0.38
Co 0.54 0.58 0.57 0.58

shown) it was concluded that the chamber-to-chamber variabuild-up caps in calibrations based on air-kerma standards.
tion in Cq is mainly due to the variability in chamber re- Table V shows°Co air-kerma and absorbed-dose calibration
sponse at linac energigas is the case with thie, system  factors and their ratios. Calculations©f, based on the best
and not due to the variability &°Co as a result of differ- available data, including a correction for the 1 mm PMMA
ences in build-up caps, which have a much more minor efsleeve when present, are compared to the measured values.
fect. So, based on the data, there was no obvious differencehe sample standard deviations on the measured values of
in chamber intervariability between tlkg system versus the Cc,are less than 0.2% for all chamber types and the graphite
Cq system. walled chambers showed generally a lower sample standard
The overall standard uncertainty on the measurement adeviation on the measuredc, values than for the plastic
ko for a single chambe(0.38%) is consistent with the un- walled chambers, an observation consistent with their supe-
certainty quoted by Rosst al® (0.35% although the en- rior measured rotational respon@ee Sec. || ¢
ergy dependence &fG of the Fricke dosimetefand its un- Second, when comparing th€c, values for different
certainty was ignored in that paper. Gueraall® estimate  chamber types relative to each other, we find agreement to
the uncertainty on their measurements to be about 0.65%etter than 0.1% between our experimental results and the
(excluding the uncertainty on the energy dependenes=0f  data presented by Boutillon and Perrothier a subset of
Our combined standard uncertainty of 0.45% is consistenthe chamber type$NE2571, NE2561, and PR0O6}CNote
with the value of 0.5% quoted by Palmaesal® which is  that such a comparison is independent of the standards of air
also based on sealed water calorimetry. Vatnitekyal”*  kerma or absorbed dose used. Equally good agreement is
also used water calorimetry to studi, values for the obtained between our measurements and similar data trace-
PRO6-C and the PTW-W3000(ic) chambers! However — able to the BIPM for the NE2571, NE2561, NE2581, and
the quoted & uncertainty on theikg values is no better than PTW N30001 chambers in the recent dréft7) of the up-
about 1%. We have therefore not considered their data fureoming IAEA protocoP Based on the Canadian standards
ther in this work. for air kerma and absorbed dose, the agreement between the
calculated value ofc., and the measured value is within
0.47% for all chamber types, with the measufgg, gener-
ally being lower than the calculated value except for the
A major conceptual difference between air-kerma-basedR06-C and the NE2581 chambers.
protocols and absorbed-dose-based protocols is the use of Although the experimental uncertainty @y, is of the

B. Air-kerma to absorbed-dose conversion factor at
60,
Co, Ccg,
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TasLE V. Summary of®°Co calibration factors an@, conversion factors based on the Canadian absorbed-
dose and air-kerma standards. The calcul&@gglvalues are based on the code PRE&Ef. 40 using the fully
corrected equation@Ref. 49 and stopping power ratios based on ICRU Repor{B&f. 449 and include the

effect of the 1 mm PMMA sleeve used for the in-phantom measurement. The calffijgsummarizes the
differences between calculation and the average of the measurements. The reproducibility of the measurements
of chamber response with different caps is estimated to be 0.05%. Uncertainties shown in brackets are 1
estimates of the sample standard deviations.

. CCo
Chamber Serial Nk Np
type number  [cGy/nC| [cGy/nC| Individual Average Calculated oA S
NE2571 2572 4.1494 45274 1.0911
(graphite 2595 4.1182 4.4944 1.0914
2587 4.1288 4.5073 1.0917 1.0915 1.0948 +0.30%
1527 4.1745 4.5545 1.0910 (0.04%
667 4.0739 4.4496 1.0922
NE2611 136 9.4457 10.233 1.0833
(graphite 137 9.4579 10.254 1.0841 1.0838 1.0857 +0.18%
138 9.5779 10.381 1.0838 (0.04%
NE2581 1047 5.3047 5.7681 1.0874
(A150) 1067 5.2227 5.6811 1.0878 1.0878 1.0827 —0.47%
1078 5.3256 5.7949 1.0881 (0.03%
PTW 358 4.8191 5.2508 1.0896
N30001 359 4.8143 5.2411 1.0887 1.0883 1.0916 +0.30%
(PMMA) 360 4.8015 5.2177 1.0867 (0.14%
Capintec 68907 4.3412 4.7106 1.0851
PRO06-C 68910 4.3276 4.6949 1.0849 1.0861 1.0841 —0.18%
(C552 68927 4.3061 4.6866 1.0883 (0.18%
Exradin 149 4.5672 5.0101 1.0970
Al2 101 4.5070 4.9330 1.0945 1.0955 1.0991 +0.33%
(C552 150 4.4847 4.9110 1.0951 (0.12%
Cco
Cap material Measured Calculated %A
Polystyrene 1.0861 1.0841 —0.18%
C552 1.0964 1.1063 +0.90%
PR06-G PMMA 1.0869 1.0909 +0.36%
(C552 Lucentiné 1.0833 1.0841 +0.07%
Delrin 1.0900 1.0954 +0.50%

#The composition of lucentine was considered the same as that of polystyrene.

order of 0.6%, the trends of the individu@l, factors rela- tions. Based on measurements with a specific chamber and
tive to the value for another chamber type are significantusing different caps of the same material, the reproducibility
again because common uncertainties due to the standar@measuring response for a given cap type, was found to be
cancel out. In this respect, the NE2581 and the PRO06-©f the order of 0.05%. Again we observed that a polystyrene
chambers behave differently than the other chambers: thefiap on the PR06-G chamber causes the meastiggdo be
calculatedC, factors arelower than the measured values, higher than calculated, whereas for C552, PMMA, and delrin
whereas the calculated values are systematically higher b§aps,Cg, is lower than calculated by 0.4%—-0.9%. The ob-
0.2% to 0.3% for all other types. The NE2581 and theservation that polystyrene used as cap or sheath material
PRO06-C chamber have build-up caps of lucentine and polyshows deviations from the two-component model, was also
styrene, respectively, where lucentine is described as eade by Hanson and Tinoédand this might mean that the
polystyrene-based plastic. In order to find out whether poly-electron or photon cross sections for polystyrene used in the
styrene, used as a cap material, is responsible for this effeatjodel are wrong. Similar observations were made when
we comparedC, factors using a PR06-G chambr fully =~ comparing measured and calculated response of plane-
guarded version of the PR06-C chambeith build-up caps parallel chambers where the agreement was worst for poly-
of polystyrene, C552, PMMA, lucentine, and delrin takenstyrene chambefs.

from the other chambers used in this study. The lower part of Another observation can be made when comparing the
Table V shows the measurétt, factors compared with cal- two chambers of the same wall material, i.e., the PRO®G
culated C, for the same chamber/different cap combina-C) and the Exradin A12. The use of a C552 cap on a PR06-G
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TasLE VI. Implied change in clinical reference dosimetry?3€o in Canada 1.010 T T T T ™ T T
and the USA as a result of going from an air-kerma to absorbed-dose-base:
calibration system. “TG-21:" the dose according to TG-21 as published
(Ref. 2, “TG-21 (corn:” the dose according to TG-21 with corrected equa-
tions and data. The anticipated results for the USA were derived from our
measurements and on the recent intercomparisons of air-kerma anc 0.990 |
absorbed-dose standards between NRC and NR&T. 25. See text about
apparent discrepancy with data in Shattal. (Ref. 25. In all TG-21 pro-

1000 o NE2571 ]

. : ; 0.980 | ]
tocol calculations, no sleeve corrections were applied.
g
4
Dy Dy, L ]
ADW(TG-Zl) ADW(TG-ZJicorr)) 0.970 N
AR
Canada ~ USA  Canada  USA o0 SN2587 AR
0.960 [ o0 SN2595 _D ]
NE2571 0.2% 1.4%  —0.2% 0.9% &~ -0 SN1527 %
NE2611A or NE2561 0.2% 14% —01%  1.0% 0950 [ o .o gsgg;z ]
NE2581 0.7% 1.8% 0.6% 1.7%
PTW N30001 0.1% 1.2% —0.2% 0.9% . ‘ . , . . .
Capintec PR06-C 0.8% 1.9% 03%  1.4% 0840 — ™ T 70 7 0 & 90
Exradin A12 0.2% 1.3% —0.4% 0.8% %dd(10),

Fic. 1. Absorbed dose beam quality conversion fa&ggifor five chambers
of the NE2571 type as a function of %dd(10)

chamber brings the measur&g, very close to the experi-
mental and calculated value @, for the Exradin A12
chamber. However, the calculat€g, value for the PR06-G
chamber with C552 cap is higher by 0.9% than the measurélere'
ment and higher by 0.6% compared to the calculaigd
value for the Exradin A12 chamber. The 0.6% difference
between the calculate@, values for the PR06-G chamber
with C552 build-up cap and the Exradin A12 with its own  Figure 1 presents water calorimetry basegfactors for
C552 build-up cap, is brought about by the difference in wallfive NE2571 chambers as a function of %dd(10)The
thickness between both chambers and the fact thaPghg  Spread on th&q factors is determined by individual chamber
correction is larger for C552 than for all the other chambercharacteristics as well as measurement reproducibility deter-

wall materials, so that the deficiencies in the modelfgg, ~ Mined by short and long term monitor stability. For the
stand out more distinctly. chambers of this type the maximum difference&dnfactors

The above observations related to build-up caps influencamount to 0.23%, 0.45%, and 0.28% for 10 MV, 20 MV, and

the final dose assigned in the user beam when based on a0 MV, respectively. For the other chamber types those
kerma calibrations. In an absorbed-dose-based calibratiothamber-to-chamber differences are similar though some-
system, this uncertainty is no longer involved. what smaller, but only three chambers of each type were
If any of the chambers of this study are used the impliednvestigated in those cases. In what follows we have com-
change in dose resulting from the transfer from an air-kerm&ined the sample standard deviation of all investigated cham-
based system to absorbed-dose-based system can be derif&is of a given type with the combined standard uncertainty
from our measurements. This change depends on the impl@n akq determination for a single chamber as presented in
mentation of the protoco| as well as on the air-kerma andTable IV in order to determine the overall Uncertainty for
absorbed-dose standards, respectively. Recent comparisod@ch chamber type.
of the air-kerma and absorbed-dose standard®Go be- Table VII summarizes our measured type averageal-
tween the National Research Council CanédRC), and the  ues for the six chamber types and compares the results to the
National Institute for Standards and TechnologyiST)?®>  data of the TG-51 protocol as well as the TG-51 data cor-
have shown that the NIST air-kerma standard is 0.61% lowefected for the effect of the 1 mm PMMA sleeve when used.
than the NRC standard, and the NIST dose-standard is 0.509$1ese comparisons are discussed below in Sec. Il E 2.
higher than the NRC dose-standard. Using this information
the Cc, from our measurements were translated into wha
they would have been if they were based on the USA stan-°&
dards. Table VI summarizes the implied changes in absorbed Figures 2 and 3 show our measured data for the type
dose at’®Co for Canada and the USA when changing fromaveragekq factors for the NE2571 chamber in comparison
an air-kerma-based systerffTG-21 as published? or  with recent high-quality data from the literature for the same
“TG-21 corrected**“9 to absorbed dose. The table makeschamber type as a function of TBRand %dd(10), respec-
two points:(i) the change is less in Canada than the USA bytively. The data from Guerret al,*® from Shorttet al,*” and
about the 1.1% difference in the standards; Gndusing the  from Rosset al?® have been corrected for the increase®
corrected version of TG-21 would generally have reducechs reported in Klasseet al,?’ supplemented with calorim-
the changes. The data in Table VI for the NE2571 are 0.1%ter based&G data at 10 MV. The correction used was

to 0.2% lower than in the corresponding table of Shortt
et al?® because gradient effects have been taken into account

C. Experimentally determined absorbed-dose beam
quality conversion factors kg

. Beam quality specification of high-energy photon
ms
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TasLE VII. Water-calorimetry-based beam quality conversion factkgs, The second and the third line for
each chamber type represent the percentage differences between the(R&k:54 protocol valuegboth as
published and as corrected for the effe€taol mm PMMA sleeve and the values of this work defined as
100X (Kg,prot— Kg)/Kq - The beam quality specifiers given are NAP, %dd(1d)d TPI§8. The uncertainty on

the type averagkq value is of the order of 0.4%-0.5%. The rms deviations between measured and calculated
kq values are calculated for every chamber at 10 MV, 20 MV, and 30(M¥hs deviation,” n—1=8). The

overall rms deviation is the average taken for all chamber typesl(=59).

Beam quality

NAP 10 MV 20 MV 30 MV rms deviation between
%dd(10), 69.6 80.5 88.4 meas. and TG-51
Chamber type TPRS 0.682 0.758 0.794 As publ.  Corr. sleeve

NE2571 Ko 0.9904 0.9723 0.9557

%A TC-5? —0.04% +0.05% +0.35% 0.25%

%A S-Corr- +0.04% +0.27% +0.71% 0.45%
NE2611A Ko 0.9944 0.9724 0.9560

%A TC-51 -0.37% +0.24% +0.53% 0.41%

%A S-cor- —0.29% +0.46%  +0.89% 0.61%
NE2581 kg 0.9888 0.9609 0.9458

%A TC-5L —0.71% +0.00% +0.00% 0.41%

%A S-Corr —0.63% +0.22% +0.36% 0.44%
PTW-N30001 Ko 0.9883 0.9660 0.9469

%A TC-51 —0.20% +0.18% +0.69% 0.45%

9% A S-Corr- -0.13% +0.41% +1.06% 0.67%
Capintec PR06-C Ko 0.9961 0.9761 0.9606

%A TC-51 —0.72% —0.74% —0.78% 0.74%

%A S-corr —0.64% —0.52% —0.41% 0.53%
Exradin A12 ko 0.9941 0.9728 0.9572

%A TC-5L —0.24% +0.00% +0.00% 0.17%

%ASI.Corr. 0.17%
Overall rms deviation between measurement and TG-51 0.41%
Same for TG-51 data corrected for the effeEadl mmPMMA sleeve 0.48%

1.010 ' - ' - - ke=1-0.03331TPRY—0.572
for 0.572<TPRZJ<0.800. (5)
1.000 NE2571 ]

0.0 NPL CCRI1) contribution®® To present the NPL data as a

0.980 | ® - ® this work (SEWC)
=—a Guerra et al., 1995 (eG corr)  ~< 1.010 : . . . ; . .
& +—— Palmans et al, 1999 N
0.970 + ¥—¥ Shortt et al, 1993 (¢G corr)
‘ *—% Ross et al, 1993 (20 MV, G corr) 1.000 4

»—x Ross et al, 1993 (25 MV, G corr) NE2571

0.960 | -+ Ross et al, 1993 (30 MV, £G corr)
A—A NPL, 1999
— TG51 recast

0.990

0950 v _ TG51 recast (sleeve corrected) 0.980 [ ]
o ® - - @ this work (SEWC)
0.940 ) L L . s ~ &—o Palmans et al, 1999
0.60 0.65 02.070 0.75 0.80 0.970 =—a Guerra et al, 1995 (¢G corr) b
TPR, ¥—¥ Shortt et al, 1993 (G corr)

*—% Ross et al, 1993 (20 MV, £G corr)
0.960 [ Ross et al, 1993 (25 MV, &G corr)
+— Ross et al, 1993 (30 MV, G corr)
[ &—a NPL 1999

Fic. 2. Comparison between absorbed-dose beam quality conversion fac
tors,kq , for the NE2571 chamber as a function of TRRwith experimen-

tal data from the literature. The data from Gueetal. (Ref. 18, from 0950 " " 1651 + sleeve correction 7
Shorttet al. (Ref. 19, and from Ros®t al. (Ref. 29 have been corrected — TG51

for the energy dependence of the radiation chemical yield of the Fricke 0.940 . . . L . . .
dosimeter as discussed in the text. The light and heavily filtered &osk 60 65 70 75 80 85 90
(Ref. 29 data that belong to the same accelerating potential are connectec %dd(10),

by full lines. The Palmanst al. (Ref. 22 data are water calorimetry based.

The data from NPL for the NE2571 chamber are from the

The NPL data are based on graphite caloriméRef. 50. The full line
shows the data from TG-Htecast as a function of TBR(Ref. 38] and the
dashed—dotted line the same data corrected for the effect atnmPMMA

sleeve. SEWC stands for sealed water calorimeter.
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Fic. 3. Same as Fig. 2 but as a function of %dd(l10)he full line and the
dashed—dotted line show the data from the TG-51 prottiRef. 4 and the
data from the TG-51 protocol with correctionrfa 1 mmPMMA sleeve,
respectively. SEWC stands for sealed water calorimeter.
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Fic. 4. Comparison between absorbed-dose beam quality conversion factofés. 5. Same as Fig. 4 but as a function of %dd(10Jhe full line and the
ko for the NE2611A chamber as a function of TR with experimental ~ dashed—dotted line show the data from the TG-51 prottRef. 4 and the
data from the literature. The data from Gueetaal. (Ref. 1§ and the PTB ~ data from the TG-51 protocol with correctionrfa 1 mmPMMA sleeve,
data[adapted from Boutilloret al. (Ref. 18] have been corrected for the respectively. SEWC stands for sealed water calorimeter. Values of
energy dependence of the radiation chemical yield of the Fricke dosimetefodd(10), for other PTB beams in Fig. 4 were not available tasmse text
as discussed in the text. The NPL data are based on graphite calorimetry
(Ref. 50. The full line shows the data from TG-Jtecast as a function of
TPRJ (Ref. 39] and the dashed—dotted line the same data corrected for the
effect of a 1 mm PMMA sleeve. SEWC stands for sealed water calorimeter. Figures 4 and 5 show tHQQ data for the NE2611A cham-
ber. Literature data for the NE2561 chamber have been plot-
ted on the same graph since both chambers are usually con-
function of %dd(10), use was made of an NRC EGS4/ sidered to be equivalent. The data from Guestal® and
BEAM Monte Carlo study of the NPL setd.In this study, from the PTB as reported by Boutilloet al*® have been
%dd(10), values at a SSD 100 cm were derived from mea-corrected for the energy dependence6fin the same fash-
sured values of %dd0) at SSD of 120 cm and 118 cm ion as described above. The Boutillat al1® paper only
provided by NPL. The uncertainty on the correction of thepresents the PTB data as a function of tP&d %dd(10)
measured NPL %dd0) values amounts to 0.5%. Similarly, values for all PTB beams were not available to us except for
the %dd10) values in the work of Rosst al,?® which were  the 18 MV beam which was the same as the one used in the
calculated for an SSD of 125 cm, were recalculated toShorttet al. work [TPR3=0.772; %dd(10)=79.6]. For the
specify %dd(10) at 100 cm SSD and a field size of X0  NE2611A the measured data exhibit a spread of up to 1.1%
cn? at the phantom surface. Unlike the soft 20 MV beamusing TPF§8 as beam quality specifier and only 0.5% using
used for this work and the soft beams in the work of Rosdd(10),. When using TPE% as a specifier, the NPL mea-
et al,? the Shorttet al” data were measured at NRC using sured value okq at TPR{ of 0.79 is 1.1% greater than the
a 20 MV beam where field flatness was obtained by using &RC value for a beam with the same value of EPRVhen
flattening filter. Shortet all’ also performed measurements %dd(10), is used as a specifier, the NPL value agrees to
at the 18 MV (TPBS=0.772) beam of the Physikalisch within 0.1% of the interpolated NRC values.
Technische BundesanstaRTB).!” In this case we derived a It should also be pointed out that, for the NE2571 and the
%dd(10), of 79.6 from the measurement of a percentageNE2611A chambers, if the soft NRC beams were to be ex-
depth-dose curve and corrected for electron contaminationluded from the comparison, using Tf%l%ll kg values gen-
using the open beam formula of TG-4The ko values of  erally lie within a band of£0.4% with the exception of the
Palmanset al?? were measured using a sealed water caloGuerraet al. NE2561 point at TPEgz 0.75 which is lower
rimeter operated at 4 °C as in this work. by 1% than the interpolated PTB daf@ig. 4).

The variety of linac beams presented in these graphs al- Figures 6 and 7 show, data for the PRO6-C chamber. In
lows the performance of various beam quality specifiers tdhis case, our data are compared with the data from Shortt
be examined. Measurekh, values show a spread of up to etal,"” Rosset al.?® and Guerrat al.*® For the lower ener-
1.1% in Fig. 2 when plotted as a function of TERvhereas  gies[TPR)=<0.75, %dd(10)<79] the agreement of ouk,
this spread becomes 0.4% when %dd(li8)used as beam data and the Guerrat al!® data is betteqwithin +0.2%
quality specifier. When using TBRas a specifier, the Pal- when using TPE) compared to a spread of 0.6% using
manset al. measured value d{, at TPF§8=0.705 is 0.84% %dd(10),. However, at high energies[TPR§8>0.75;
higher than an interpolation of our values whereas usingodd(10)>79] the data spread is 1.1% when expressed as a
%dd(10), as a specifier implies the measurements agreéunction of TPRS and only 0.3% when expressed as a func-
within 0.17%. tion of %dd(10}),.
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Fic. 6. Comparison between absorbed-dose beam quality conversion facto
kq for the PRO6-C chamber as a function of TBRwith experimental data
from the literature. The data from Guerea al. (Ref. 18 and from Ross
et al. (Ref. 29 have been corrected for the energy dependence of the radi
tion chemical yield of the Fricke dosimeter as discussed in the text. The
light and heavily filtered Rosst al. (Ref. 29 data that belong to the same

accelerating potential are connec-ted by full lines. The full line shows theamoumS to 0.41% which is comparable to the 0.45% overall
data from TG-51recast as a function of Tli‘i’gQ(Ref. 38] and the dashed— taint th d uSec. A

dotted line the same data corrected for the efféet & mmPMMA sleeve. ~ UNCEr an y on the measured valu&ec. ).

SEWC stands for sealed water calorimeter. In Figs. 2, 4, and 6 the TG-51 valueslqf expressed as a

function of TPRY are compared to the measured data. For
the NE2571 and NE2561 chambers the agreement between
Figures 8 and 9 show, data for the PTW-N30001 and measured and calculated values is much wougeto 1.5%
the Exradin A12 chambers, respectively. To our knowledgediscrepancies for the chambers shown in the figures; up to
no other high-quality experimental data are available for the1 .61% for all chambers studigdt high energies using this
PTW N30001 and the Exradin A12 chambers. beam quality specifier since the calculated values are typi-
In the above we have emphasized the spread inkgie cally higher than all measured values. For the PR06-C cham-
values with different beam quality specifiers, both becaus®er the agreement with the measured values is improved us-
this is the most relevant criterion when talking of the overalling this specifier although the worst case with the %dd{10)
quality of a specifier and also because, as we will see belovgpecifier is 0.78%.
the calculated values &, tend to be larger than the mea-
sured values, and thus any spread in values shows up as a
larger discrepancy with the theory. However, if one were to2. State-of-the-art chamber theory

base a %rotocol completely on measukegvalues specified Because most of the chambers used in our measurements
by TPR(g, then a more relevant criterion is to ask, how wide gre ot waterproof and the calculations behind the TG-51
is the band about a mean value. In this case the spreads of Whort do not incorporate a sleeve correction, a fair compari-
to 1.1% are reduced to bands about the “accepted value” ofon with state-of-the-art calculations should account for
*+0.6% or less, and this is clearly acceptable for clinical do-gjeeve corrections. In Figs. 3-8, the TG-51 data, corrected
simetry, as long as the accepted value is based on a Widging the three-component sleeve correéidh2instead of
variety of measured data from different machine types. the two-component wall correctiGi?®* are shown by the
dashed—dotted line and detailed comparisons are given in
E. Comparisons with theory Table VII. The inclusion of the sleeve correction generally
increases the differences with the measurements for either
1. 7G-51 beam quality specifier at higher energies for all chambers
In Figs. 3-8, the TG-51 protocol's values &f, are  except the PR06-C. The overall rms deviation between
shown by the solid lines. Table VII presents a detailed comTG-51 values corrected for sleeve effect and measurement
parison to TG-51's values as a function of TG-51's beamfor all chambers is 0.48%. The range of differences increases
quality specifier %dd(1Q), including the rms deviations be- to —0.64% to+1.06% when the sleeve effect is taken into
tween measured and calculatieg factors for all chambers account.
used, and averaged over all linac energies. All measured data Considering the sleeve correctieg values, at 10 MV, the
are in a band of-0.78% to+0.69% from the TG-51 values. measuredk, factors are equal0.04% different for the
The overall average rms deviation between measurement amdE2571, Table VI) or slightly (up to 0.64% higher than the
TG-51 for all chambers and energid60 data points TG-51 values, at high energies the situation is generally re-

Eée. 7. Same as Fig. 6 but as a function of %dd(10Jhe full line and the
ashed—dotted line show the data from the TG-51 prottRef. 4 and the
data from the TG-51 protocol with correctionrfa 1 mmPMMA sleeve,
ar_espectively. SEWC stands for sealed water calorimeter.
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Fic. 8. Measured beam quality correction factésfor the PTW-N30001  Fig. 9. Measured beam quality correction factées for the Exradin A12

chamber as a function of %dd(10) The full line and the dashed—dotted chamber as a function of %dd(10) The full line is the TG-51 values.
line show the data from the TG-51 protod®lef. 4 and the data from the

TG-51 protocol with correction foa 1 mmPMMA sleeve, respectively.

fier (which is TPRY in this casg The differences between

versed. This observation holds for all chamber types, excepf'€ ©ridinal version of TG-21 and our measurements are up
for the PR0O6-C chamber where the measukgds always to 3.0% at the hlghesF energies, an_d are C‘?r,“p‘?sed O.f two
higher than the protocol values. effects (1) problems with beam quality specification using
The Exradin A12 chamber and the PRO6-C chamber ardPRio @nd (2) the use of old data and the errors in the for-
both chambers with C552 wall but the Exradin A12 has amalism. Th_e situation is improyed upon going to the cor-
thicker wall (0.088 g/cm vs 0.050 g/crfy. If one corrects the _rected version of TG-21 where differences are less tha_n 1.4%
measurekq values for the PR0O6-C chamber to account for' a_‘” cases. We also compare our measulgdvalues with
the 1 mm PMMA sleeve by using calculated corrections, th?Ptimal air-kerma calculations defined as the produdtef
resultingkg, values are within 0.1%. However, the calculatedVaU€s using the fully corrected version of TG-21, and the
ko factor for the PRO6-C chamber differs by up to 0.649 1G-51 values ofkq corrected for the effect of the water-
from the measurements, whereas it agrees to within 0.24% iproefing sleeveif preseni. The only difference between
the case of the Exradin A12 chamber. This observation is ii€S€ values and the corrected version of TG-21 is in the

agreement with the observations made regarding Table V, ifoeam quality specification and the sleeve correction. The dif-

for consistency, a cap of C552 is used in the in-air C‘,J‘”braferences from measurements using this approach are at most

tion: the difference between calculat@}, and measured 1.30_/0._In columns 6-8 of Table VIII we also present th.e rms
Ce, is 0.90% for the PRO6-G chamber whereas it is On|ydeV|at|ons between measured and calcul@&gd/alues using

0.33% for the Exradin A12Table V). When calculating the the three approaches. Overall a progressive improvement of
ratio of the ko of the PRO6-C chamber and the graphitethe agreement between measurement and calculation can be

walled NE2571 chamber, the measured ratio is 0.7%, 0.89&Pserved.

and 0.9% higher than the calculated ratio for 10 MV, 20 MV,

and 30 MV, respectively. Since a measured ratikgival- 4. Accuracy of ak o system comparedtoa C o
ues is independent of the dose standard, and a calculatédstem

ratio for Farmer-type chambers is Only determined by wall The “optima| air-kerma”CQ Va|ues(Tab|e V|||) actua”y
and central electrode correction factors, these observatior&)rrespond to using exactly equivalent physidata, equa-
conﬁrg; the problems with the two-component model fortions, and beam quality specificatioms TG-51 but corrected
Pwai - for the effect of waterproofing sleeve and extended to con-
vert from air kerma to absorbed dose’i€o. Comparing the
rms deviations in Tables VII and VIIl, the values are lower
for all chamber types for thé&, system than for theCq
Table VIII presents the calorimeter-based value€gfin system: the overall average rms deviation in @ system
comparison with the AAPM TG-21 protocol values of this is 0.67% compared to 0.48% for the system. This means
guantity. Two versions of the TG-21 protocol have beenthat for the chamber types investigated in this study, the
used: the originally published versiddata and equationé  accuracy of an absorbed-dose-based protocol making use of
and the fully corrected version of the prototblvhich uses calculatedkg values is superior to an air-kerma-based sys-
data and equations exactly compatible with the calculationsem making use of calculated, values based on the same
behind TG-51 except for the use of the beam quality speciphysics. This improved accuracy is a combination of two

3. Comparison of experimental C o factors with TG-
21-based values
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TasLE VIII. Water calorimetry based air-kerma to absorbed dose conversion faCigrsThe second and third

line for each chamber type represent the percentage differences between the original AAPM TG-21 (@stocol
published and the AAPM TG-21, fully corrected protoc@torr) respectively, and the experimental values of
this work defined as 100(Cgq 0~ Cq)/Cq . For those comparisons T%ghas been used as the beam quality
specifier. The term “optimal air-kerma” refers to state-of-the-art ion chamber theory including correction for
the effect of a 1 mm PMMA waterproofing sleeve and combined with %dd(@9®peam quality specifier. The

Cq data in this case are the state-of-the-art calculatioB gfincluding sleeve correctio(irable V) multiplied

with kg from TG-51 with sleeve correction. The rms deviations between measured and cal@gaeslshown

for each chamber type combined for 10 MV, 20 MV, and 30 M\/«(1=8).

rms
Beam quality deviation
NAP 10 MV 20 MV 30 MV
Chamber %dd(10), 69.6 80.5 88.4 TG-21 TG-21  Optimal
type TPRS 0.682 0.758 0.794 (orig) (corn  air-kerma
NE2571 Co 1.0810 1.0613 1.0431
%A TC-210rig) +0.95%  +1.66% +2.10%  1.61%
9 TG-21(cor) +0.26%  +0.75%  +1.18% 0.81%
gpA0OPimal airkerma 103706  +0.56%  +0.98% 0.69%
NE2611A Cgq 1.0777 1.0539 1.0361
%A TC-21(0rig) +0.52%  +1.71%  +2.18%  1.64%
%A TC-21com) -0.22%  +0.79%  +1.24% 0.87%
gpAOPimal airkerma 0 1406  +0.64%  +1.07% 0.74%
NE2581 Co 1.0756 1.0453 1.0288
9p A TC-21(0rig) +0.25%  +1.74%  +1.92%  1.51%
%A TC-21com) -0.94%  +0.26%  +0.49% 0.63%
gpAoPimal airkerma 7 1506  —0.23%  —0.10% 0.65%
PTW Co 1.0756 1.0513 1.0305
N30001 O\ TG-210rig) +1.21%  +2.31% +2.96%  2.28%
%A TG-21(corm) +0.20%  +0.96%  +1.61% 1.09%
gpACPimal airkerma 10 1606  +0.66%  +1.28% 0.92%
Capintec  Cq 1.0819 1.0601 1.0433
PR06-C o TC-21(0rig) +0.20%  +1.17% +1.31%  1.04%
%A TC-21com) -0.73% —0.17%  +0.02% 0.47%
gpAPimal airkerma 8106  —0.69%  —0.59% 0.74%
Exradin Co 1.0890 1.0657 1.0486
A12 pA TG-210rig) +1.09%  +2.38%  +2.55% @ 2.11%
%A TC-21com) +0.29%  +1.16%  +1.40% 1.06%
gpAOPimal airkerma 10 0895  +0.35%  +0.30% 0.29%
Overall average rms deviation between measurement and protocol;
TG-21(orig) 1.70%
TG-21(corr) 0.82%
optimal air-kerma 0.67%

effects: (1) the absence of the build-up cap in the calibrationlV. CONCLUSIONS

at*®Co in thek,, system, and the extent to which a protocol |, this paper we presented measured beam quality conver-
calculation must pe fiblg to predict its effect for a par.tlcularsiOn factorsko, and Cq, as a function of photon energy
chamber2) the distribution of the measurety, conversion  potween °Co and 30 MV [58< %dd(10),< 89:
factors around the calculated curve, and how a normalizatiop 57< TPRX9<0.80] for six types of cylindrical chambers.

at *°Co affects this distribution. In particular, comparing the e used the Canadian primary standard for absorbed-dose to
differences in calculated and measuf@g, (Table V) with  \yater based on a sealed water calorimeter to calibrate the
the differences irCq, between the “optimal air-kerma” ap- chambers in terms of absorbed dose to water. The uncer-
proach and the measuremeriable VIIl) shows that the tainty on the measurement &, for a single chamber
majority of the differences at the high energies have the samgmounted typically to 0.36%, the uncertainty @y was

sign as the differences &%Co. Therefore, normalization at 0.60%. Within a set of five NE2571 chambers, a maximum
9Co improves the overall consistency and the overall rmsjifference betweetk, factors of 0.45% was observed. The
deviation for all chambers in thie, system compared to the differences between measured and TG-51 baggdalues

Cq system. It should be remembered though that if measuredere no more than 0.8%. If sleeve corrections are accounted
rather than calculated values k§ andCq, factors are used, for, the maximum difference between measurement and cal-
both systems are equally accurate. culation amounts to 1.1%. The rms deviation based on 20
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