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Recent working groups of the AAPM@Almond et al., Med. Phys.26, 1847~1999!# and the IAEA
~Andreoet al., Draft V.7 of ‘‘An International Code of Practice for Dosimetry based on Standards
of Absorbed Dose to Water,’’ IAEA, 2000! have described guidelines to base reference dosimetry
of high energy photon beams on absorbed dose to water standards. In these protocols use is made
of the absorbed-dose beam quality conversion factor,kQ which scales an absorbed-dose calibration
factor at the reference quality60Co to a qualityQ, and which is calculated based on state-of-the-art
ion chamber theory and data. In this paper we present the measurement and analysis of beam
quality conversion factorskQ for cylindrical chambers in high-energy photon beams. At least three
chambers of six different types were calibrated against the Canadian primary standard for absorbed
dose based on a sealed water calorimeter at60Co @TPR10

2050.572, %dd(10)x558.4#, 10 MV
@TPR10

2050.682, %dd(10)x569.6!, 20 MV ~TPR10
2050.758, %dd(10)x580.5# and 30 MV @TPR10

20

50.794, %dd(10)x588.4#. The uncertainty on the calorimetric determination ofkQ for a single
chamber is typically 0.36% and the overall 1s uncertainty on a set of chambers of the same type is
typically 0.45%. The maximum deviation between a measuredkQ and the TG-51 protocol value is
0.8%. The overall rms deviation between measurement and the TG-51 values, based on 20 cham-
bers at the three energies, is 0.41%. When the effect of a 1 mm PMMA waterproofing sleeve is
taken into account in the calculations, the maximum deviation is 1.1% and the overall rms deviation
between measurement and calculation 0.48%. When the beam is specified using TPR10

20, and mea-
surements are compared withkQ values calculated using the version of TG-21 with corrected
formalism and data, differences are up to 1.6% when no sleeve corrections are taken into account.
For the NE2571 and the NE2611A chamber types, for which the most literature data are available,
using %dd(10)x , all published data show a spread of 0.4% and 0.6%, respectively, over the entire
measurement range, compared to spreads of up to 1.1% for both chambers when thekQ values are
expressed as a function of TPR10

20. For the PR06-C chamber no clear preference of beam quality
specifier could be identified. When comparing the differences of ourkQ measurements and calcu-
lations with an analysis in terms of air-kerma protocols with the same underlying calculations but
expressed in terms of a compound conversion factorCQ , we observe that a system making use of
absorbed-dose calibrations and calculatedkQ values, is more accurate than a system based on
air-kerma calibrations in combination with calculatedCQ ~rms deviation of 0.48% versus 0.67%,
respectively!. © 2000 American Association of Physicists in Medicine.@S0094-2405~00!01512-1#
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I. INTRODUCTION

Prior to 1999, reference dosimetry of clinical high ener
photon beams was largely performed using chambers
brated free-in-air in terms of air kerma at the reference
diation quality60Co. The clinical reference quantity of inte
est, on which patient dosimetry is based, is absorbed dos
water. To make the transfer between the calibration situa
and the end-user’s beam, use was made of a chamber de
dent formalism such as presented in the IAEA TRS-2771 or
the AAPM TG-21.2 A variety of uncertainty estimates o
air-kerma based protocols have been made leading to di
ent final uncertainties in the absorbed dose to water.1,3

In the last two decades, standards labs around the w
have been involved with the development and commiss
ing of absorbed-dose-to-water standards and the provisio
calibration services directly in terms of absorbed dose to
ter. In parallel with these developments, two major inter
2763 Med. Phys. 27 „12…, December 2000 0094-2405 Õ2000Õ27
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tional protocol committees, the AAPM TG-51 and the IAE
have drawn up guidelines to allow dissemination of t
absorbed-dose-to-water standards.4,5 Both protocols make
use of chamber dependent absorbed-dose beam quality
version factors,kQ , defined as the multiplicative factor use
in conjunction with an absorbed dose calibration factor a
reference quality, usually60Co, to arrive at the absorbed dos
calibration factor in a linac beam of qualityQ. The TG-21
protocol already presented expressions which could be u
to calculate absorbed dose calibration factors,ND,w

Q , for a
quality Q, starting from either a60Co exposure or absorbe
dose calibration factor.2 The German DIN 6800 standard6

presented the concept of absorbed-dose beam quality con
sion factor,kQ and, based on the relation between expos
calibration factor at60Co and absorbed-dose calibration fa
tor at quality Q, it expressed and calculatedkQ factors in
terms of air-kerma protocol related quantities. A summary
2763„12…Õ2763Õ17Õ$17.00 © 2000 Am. Assoc. Phys. Med.
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English of DIN-68006 was presented by Hohlfeld.7

The procedure of using a single absorbed-dose60Co cali-
bration factor in conjunction with akQ factor is not used in
the United Kingdom. Instead, secondary standard NE256
NE2611A chambers are calibrated directly in terms of
sorbed dose to water at a range of high energy photon b
qualities at the National Physical Laboratory~NPL!.8,9 Vari-
ous other national laboratories are in the process of estab
ing high-energy calibration capabilities based
calorimetry.10

The ultimate goal is to make use of measured beam q
ity correction factors and the IAEA protocol5 recommends
the use of measuredkQ factors if possible. In general, how
ever, there is a lack of accurate systematic measuremen
absorbed-dose calibration factorsND,w or, alternatively,kQ

factors. This is one of the reasons why the protocol comm
tees of the AAPM4 and IAEA5 adopted calculated values o
kQ . Calculated values ofkQ require accurate knowledge o
the variation of stopping power ratios water-to-air, perturb
tion corrections andWair with energy. Various estimates o
the total uncertainty on calculatedkQ values have been re
ported: 1.2% to 1.5%11 and later on, 1.0%.5 It is expected
that, because of the increasing availability of primary st
dards of absorbed dose to water, more experimental dat
kQ are going to be available in the future.

Selection of the parameter to specify the radiation qua
of clinical photon beams also plays an essential role in
final accuracy of any procedure for the dissemination of
sorbed dose, whether by direct calibration, throughkQ fac-
tors, or using an air-kerma based system. Because of
difficult nature of accurate absorbed-dose measurementskQ

measurements are usually performed at standards labo
ries in dedicated setups and the linac beams used are m
‘‘nonclinical,’’ stressing the need for an adequate beam qu
ity specifier to allow meaningful comparisons and to ma
experimental data useful for interpolation. The AAP
TG-51 protocol makes use of the photon component of
percentage depth dose at 10 cm~SSD 100 cm!, %dd(10)x ,4

whereas the IAEA code of practice uses the more conv
tional TPR10

20.5 The latter is independent of SSD and electr
contamination of the primary beam~except at high energies!.
However, obtaining %dd(10)x depends on SSD, and, fo
higher energies, requires correction for electr
contamination.4 The issue of beam quality specification h
been the subject of recent controversy.12–15

As well as the specifiers chosen in each of the protoc
another difference is that the forthcoming IAEA5 protocol
includes corrections for the effect of a 0.5 mm PMMA w
terproofing sleeve, whereas the TG-514 protocol inherently
assumes waterproof chambers.

Careful measurements ofkQ using Fricke dosimetry for a
limited set of chamber types have been repor
previously.16–19 Recent work using calorimetry and theore
ical techniques, has demonstrated that the radiation chem
yield of the Fricke dosimeter increases by 0.7%60.3% be-
tween60Co and 20 MV,20 and the results of previously re
ported measurements need to be corrected to account fo
change. Direct, graphite-calorimetry-based measuremen
Medical Physics, Vol. 27, No. 12, December 2000
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absorbed-dose calibration factors in high-energy pho
beams have been performed at the NPL as part of t
absorbed-dose calibration service.8 A limited number ofkQ

measurements have been based on water calorimeters.21,22

In this paper we present values ofkQ measured agains
the Canadian primary standard for absorbed dose. This s
dard is a sealed water calorimeter operated at 4 °C. Six
ization chamber types with three or more chambers of e
type for three high-energy photon beam qualities are
volved in this study. We compare our data to a selection
high quality data from the literature as well as to the AAPM4

recommendations and study the adequacy of two parame
i.e., %dd(10)x and TPR10

20 in specifying the beam quality
based on our data as well as the high qualitykQ data reported
by others.

We also analyze our results in the framework of the a
kerma based TG-21 protocol. Shorttet al.23,24 compared
absorbed-dose calibration factors at60Co and two linac ener-
gies for a subset of the chambers used in this work w
those measured at two European standards laborato
Comparisons at60Co have also been carried out with th
National Institute of Standards and Technology~NIST!25 and
the Bureau International des Poids et Mesures~BIPM!26 all
showing that the NRC absorbed-dose standard is consis
with dose standards worldwide. The underlying work on t
establishment of absorbed dose to water using the se
water calorimeter is described elsewhere.27 Since the results
reported in this work depend on the establishment of
NRC sealed water calorimeter the essential features of
system are described briefly.

Finally, all accuracies mentioned here should be put i
perspective by remembering the other uncertainties in
calibration of the output of a clinical linac which are dom
nated by~i! the measurement with the field instrument in
clinical beam, and~ii ! the stability of the monitor. These
latter elements introduce a combined uncertainty of aro
1.3% in high-energy photon beams.3 Beyond this are the
many more uncertainties associated with determining
dose to the tumour. However, the purpose of the present
related work is to produce a reference dosimetry sys
whose uncertainty does not make a significant contribut
to the overall uncertainty in the dose delivered to the tum

II. MATERIALS AND METHODS

A. Definitions

The absorbed-dose beam quality conversion factor,kQ , is
defined as the ratio of the absorbed-dose-to-water calibra
factor,ND,w

Q at qualityQ to the same quantity at a referenc
quality, usually60Co,

kQ5
ND,w

Q

ND,w
Co . ~1!

In contrast to the tradition withNK , ND,w
Q is corrected for

saturation so that it applies to 100% collection efficiency.
direct measurement ofkQ involves determining the
absorbed-dose calibration factorND,w both at qualityQ and
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2765 Seuntjens et al. : Absorbed-dose beam quality conversion factors 2765
at 60Co. The air-kerma to absorbed-dose conversion fa
CQ , is measured as the ratio ofND,w at qualityQ to NK , i.e.,

CQ5
ND,w

Q

NK
, ~2!

where, in this case,NK is for 100% collection efficiency.@In
other papers17,25 we have defined a similar ratio for60Co
beams that is labeledCK . The latter is 0.15% greater tha
CQ mainly because gradient effects in the reference pl
were ignored.# Both kQ and CQ are obviously chamber de
pendent. WhereaskQ becomes unity at60Co, CQ is not unity
at 60Co and depends also on the build-up cap.

B. The NRC primary standard for absorbed dose to
water

A stagnant water calorimeter of the Domen type was c
structed and is described in detail elsewhere.27 Briefly, the
calorimeter consists of a 30330330 cm3 water tank, and the
measurement of temperature rise,DTw , is performed using
0.4–0.5 mm thermistor probes located on the axis of a
lindrical vessel of 60 mm diameter. By operating at 4 °C
eliminate convection, and the effects of heat transfer du
conduction are accounted for by numerical modelling of
heat transport in the calorimeter. The absorbed dose to w
Dw , is obtained by multiplication ofDTw with the specific
heat capacity of water at constant pressure,cw , as well as a
number of correction factorski , some of which are slightly
energy dependent and need to be studied in detail be
trustworthy measurements ofkQ can be performed. The ful
dose equation is

Dw5DTw•cw•kc•kp•kdd•kr•
1

12kHD
. ~3!

The correction factors have the following meaning.
kc , a correction for heat loss. Its value is derived fro

numerical calculations of heat transport, including the n
water materials~glass vessel, thermistor probes! and a sepa-
rate heat transport calculation involving the nonuniformity
the dose profile both laterally and in depth. The energy
pendence of this correction is brought about by~1! absorp-
tion of radiation in the vessel and probes relative to wa
~stopping power ratio! and~2! differences in depth-dose pro
files leading to differences in heat loss at the different en
gies. Correction factors are of the order of 0.1%–0.2%. T
energy dependence of this factor is approximately 0.09%
tween60Co and 30 MV x rays.

kp , a correction for the field perturbation due to scatter
properties of calorimeter construction materials differi
from water. The correction varies from 1.002 to 0.999 b
tween60Co and 30 MV for our vessel system.

kdd , a correction for the nonuniformity of the lateral do
profile in the measuring plane. It is usually within 0.05%
unity, except at 10 MV where it is larger~0.12%! due to the
way the beam is flattened and for60Co where it is 0.10%.

kr , a correction for the fact that the water density is d
ferent at 4 °C than at the reference temperature to which
ion chamber calibrations are referred~i.e., 22 °C!. The en-
Medical Physics, Vol. 27, No. 12, December 2000
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ergy dependence of this correction factor is determined
the measuring depth~5 g/cm2 at 60Co! and 10 g/cm2 for the
linac beams! and the dose gradient, and varies by abo
0.04% between 10 MV and 30 MV.

kHD , the heat defect due to radiation induced chemi
reactions. For the pure water system the heat defect is
regardless of energy~see Sec. II E 1!.

Further details on the performance of the sealed wa
calorimeter and the determination of the correction fact
are found in another paper and reports.27,28 In Sec. III A we
summarize the uncertainties of the calorimeter system
how they contribute to the uncertainty ofkQ .

C. Ionization chamber types and performance
verification

Absorbed-dose calibrations were performed for 17 Farm
ionization chambers of five different types and for thr
NE2611A ionization chambers, a chamber type used as
ondary standard chambers in the United Kingdom. In ad
tion to the chambers provided to us on loan, the in-ho
NRC Farmer-type chambers NE2571 with serial numb
667 and 1527 were used. The types and characteristics o
chambers are listed in Table I. Except for the NE2571 ty
where five chambers were used, we used three chambe
each type. One of the predicates of clinical dosimetry pro
cols based on60Co calibration factors is that correction fac
tors for all chambers of the same type are the same. In o
to find out whether there would be a correlation in the p
formance at low photon energies and values ofkQ for a
particular chamber, irregularities in wall thickness unifo
mity and/or dust inside the chamber were studied. We m
sured the axial uniformity of the chamber response in 50
~HVL: 1.1 mm Al; Eeff522 keV! x rays. The maximal re-
sponse variation as a function of angle for the plastic cha
bers amounts to around 1.5%~Exradin A12: 1.3%, PTW
30001: 1.6%; PR06-C: 1.6%! except for the NE2581 types in
which case it was up to 4%. Response variations for
graphite chambers~NE2571, NE2611A! were usually limited
to 0.17%60.06%.

D. Photon beams and beam quality specifiers

Table II shows the radiation qualities used for the i
chamber measurements. The60Co beam was provided by a
Eldorado 6 unit. For the linac beams, we made use of
electron beam, swept along the surface of an imaginary c
with the apex of the cone being fixed at a point on the s
face of a plane x-ray target. The target was a water coo
fully stopping Al block. At higher energies, as pointed o
before,29 this procedure generally leads to reasonably
profiles without any further flattening. At 10 MV, howeve
an additional Al cone was required to further flatten the fie
The uncertainty on the electron energy is typically 1%.
collimator setup of a clinical accelerator was used for fie
size definition. More detailed information on the collimat
arrangement can be found elsewhere.30

The nominal source-surface distance was 100 cm for
measurements and the calibration depth was 10.00 g/cm2 and
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TABLE I. Chamber types, serial numbers, and composition of ion chambers used in this study. The
diameters were between 6.1 and 6.4 mm except for the NE2611 which has a diameter of 7.4 mm.

Chamber
type

Serial
number

Wall
material

and thickness

Central
electrode,
diameter Stem Cap Awall

NE2571 667,1527,2572
2587,2595

C
0.065 g/cm2

Al
1 mm

Al Delrin 0.990

NE2611A 136,137,138 C
0.090 g/cm2

Al
1 mm

Al Delrin 0.984

NE2581 1047,1067,
1078

A150
0.040 g/cm2

A150
3 mm

Al Lucentine 0.990

PTW N30001 358,359,360 PMMA/C
0.045 g/cm2

Al
1 mm

Al PMMA 0.991

Capintec PR06-C 68907,68910
68927

C552
0.050 g/cm2

C552
1 mm

C552 Polystyrene 0.991

Exradin A12 101,149,150 C552
0.088 g/cm2

C552
1 mm

C552
~hollow!

C552 0.991
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5.36 g/cm2 for the linac beams and60Co, respectively. These
depths include the PMMA window thickness of 3 mm whi
was scaled to effective depth in water using the nomi
mass density of 1.19 g/cm3 of PMMA. For the measurement
in the linac beams, two sheets of Styrofoam, each of 5
thickness,~r50.028 g/cm3! located directly and at 15 cm
upstream of the calorimeter tank, respectively, were a
present during chamber as well as calorimeter work.

The field size for both the linac beams and the60Co beam
was 10310 cm2 at the measuring depth. Beam output of t
linac was monitored at two positions, using a pair of cyl
drical chambers just upstream of the collimators and a f
quadrant transmission monitor downstream of the collim
tors. The consistency of these monitors for normalization
the chamber signal within a day of measurements was t
cally better than 0.1%. In addition, to follow the day-to-d
variation of the monitors, we used a graphite thimble ioni
tion chamber mounted in an Al miniphantom. This syste
further referred to as the ‘‘phantom-monitor,’’ was pos
tioned at a reference distance upstream from the calorim
box every morning before in-phantom chamber or calor
eter work started. In the case of the60Co beam accurate
timing was based on a constant-frequency signal provided
the time and frequency group of our Institute. Table II a
l. 27, No. 12, December 2000
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summarizes the dose rates used for all reported chamber
brations and calorimetry at the linac and for the cham
calibrations at60Co.

For all linac beams central-axis depth-ionization curv
and lateral profiles at the reference depth were measure
the calorimeter tank using a PTW 233642~0.125 cm3! cham-
ber mounted on a scanning system. For each linac radia
quality we experimentally determined TPR10

20 and the photon
component of the percentage depth-dose at 10
%dd(10)x . TPR10

20 was measured according to its definitio
i.e., by keeping the source-detector distance constant
moving the phantom. For the purpose of determini
%dd(10)x , the central-axis depth-dose was measured wit
1 mm lead filter in the primary beam positioned at 44 c
upstream from the surface of the calorimeter phantom
correction for ion chamber replacement was applied by sh
ing the depth-dose curve upstream over a distance of
times the chamber inner radius. The photon component a
cm was extracted according to the fit presented in the AA
TG-51 protocol4 and interpolated to match the distance~44
cm! between lead filter and phantom surface in our set
Since the field size was 10310 cm2 at the measuring depth
a Monte Carlo calculated correction was applied to obt
%dd(10)x for a field size of 10310 cm2 at the phantom
s. The
TABLE II. Summary of the calibration conditions, photon beams, and measured beam quality specifier
repetition rate of the pulsed beams was 240 Hz and the pulse width was about 2ms. The uncertainties on the
beam quality specifiers are 1s.

Beam designation 60Co 10 MV 20 MV 30 MV

Source-surface distance 100 cm 100 cm 100 cm 100 cm
Calibration depth~g/cm2! 5.36 10.00a 10.00a 10.00a

Field size at measuring point 10310 cm2 10310 cm2 10310 cm2 10310 cm2

Electron energy 10 MeV 20 MeV 30 MeV
Target thickness~Al ! 2.5 cm 4.5 cm 6.0 cm
Sweep angle 4.2° 4.2° 2.8°
Flattening filter Al-cone none none
TPR10

20 0.572~60.001! 0.682~60.001! 0.758~60.001! 0.794~60.001!
%dd(10)x 58.4~60.1! 69.6~60.2! 80.5~60.2! 88.4~60.2!
Dose rate~Gy/min! 1.5 1.5 1.8 2.5

aNote: This depth excludes 10 cm of Styrofoam upstream from the calorimeter tank~r50.028 g/cm3!.
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surface. These corrections amounted to an increase in a
lute %dd(10)x of 0.50% at 10 MV, 0.32% at 20 MV, and
0.25% at 30 MV. Since the two insulating layers of Styr
foam were in place during the profile measurements, a
ther Monte Carlo calculated correction was applied to
count for the effect of the difference in effective depth to t
measurement of the beam quality specifier %dd(10)x ~in-
creases in absolute %dd(10)x of 0.84%, 0.84%, and 0.97% a
10 MV, 20 MV, and 30 MV, respectively!. Direct determi-
nations of %dd(10)x for a field size of 10310 cm2 at the
phantom surface without Styrofoam were within 0.1% of t
corrected measurements described above. The 10 and 20
beams were also simulated using the Monte Carlo sys
EGS4/BEAM, and profiles and depth-dose curves were
culated and were shown to agree with the measured pro
to within 1% of maximum ionization within 1 cm inside th
geometrical edges of the field.30 The 60Co beam~Table II! is
horizontal and the window thickness of the tank is 3 m
PMMA, making measurement of %dd(10)x impossible.
Therefore a Monte Carlo calculated value of %dd(10x

558.4, taken from Yanget al.31 was used. The measure
value of TPR10

20 was 0.576 compared to the calculated 0.5
The uncertainties on the beam quality specifiers as quote
Table II are 1s. For the linac beams these were calcula
based on positioning accuracy and measurement repro
ibility and the applied corrections. For60Co, the statistical
uncertainties on the Monte Carlo calculations have b
used.

The beams used in this work are similar to, but not e
actly the same, as the soft NRC beams described in the p
of Rosset al.29 In the earlier work the SSD and measurin
depth were 125 cm and 7 cm, respectively, and the mon
used was a plane parallel chamber mounted inside the w
tank directly upstream from the calibration point. In Se
III C the present data are plotted in conjunction with t
former Fricke based data for NRC’s hard and soft beams
with data from other groups.

E. Determination of ND,w , k Q , and CQ

1. Dw based on water calorimetry

The calorimeter was used to measure absorbed dos
water per monitor unit, normalized on the phantom-moni
value. Briefly, establishing the absorbed dose to water in
calorimeter phantom for each radiation quality involved
least 1 month of calorimetry before and after the cham
measurements~between 150 and 200 runs per energy!, as-
suming no setbacks due to failing thermistor probes or w
purity issues. It was essential to monitor water purity to e
sure proper behavior of the calorimeter response for each
and energy. Therefore we used three water systems: a p
water system~saturated with Ar or N2!, a hydrogen saturate
system and a 43/57 mixture of hydrogen and oxygen. T
calorimeter response was verified so that the relative dif
ence between the pure-water system or the hydrogen sys
and the hydrogen/oxygen mixture agreed with model ca
lations of the relative heat defect at 4 °C. The relative diff
ences between the 43/57 mixture32 of H2/O2 and the pure
Medical Physics, Vol. 27, No. 12, December 2000
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water system amounted to 2.3%, 2.3%, and 2.1% at 10 M
20 MV, and 30 MV, respectively. The model calculations
4 °C predict a difference of 2.2% at 1.5 Gy/min and 2.1%
3 Gy/min. The H2 system, was 0.1% higher and 0.2% low
than the pure-water system at 10 MV and 20 MV, resp
tively, whereas theory predicts a steady state with zero h
defect for this system as well as the pure-water system.
like in Seuntjenset al.27 we have decided to base the a
sorbed dose determination on the pure-water system o
Our experience over the years of the maximal discrepanc
the three mentioned systems~0.3%! is used as an uncertaint
estimate on the heat defect in the steady state pure-w
system.

2. Ion chamber measurements

In the linac beams, all individual chamber calibratio
were performed directly in the water calorimeter with t
detection vessel removed, and after the water tempera
had been increased to room temperature. The wooden i
lating calorimeter box was removed and replaced with
frame holding a 0.1 mm resolution scanning system. T
chamber mounted on the scanner was moved close to
reference position. Fine-tuning of the chamber position at
reference depth was performed using a telescope and a
chanical standoff.

At 60Co, the absorbed-dose calibrations of the chamb
were performed against the NRC absorbed-dose standa
declared on 1 July 1998, which is based on extensive m
surements using the same sealed water calorimeter as us
the linac experiments, but for dissemination purposes,
dose value at60Co has been transferred from the calorime
phantom to a 50350350 cm3 water phantom using ioniza
tion chambers and Fricke dosimeters. It has been dem
strated that water-to-air stopping-power ratios and he
calibration factors are virtually phantom size independen33

justifying a transfer procedure based on ionization chamb
All the chambers involved in this work were therefore ind
vidually calibrated in the 50350350 cm3 water phantom for
which the beam data have been provided in Table II.

All the ion chamber measurements in the linac bea
were normalized on the phantom-monitor and were correc
for temperature and pressure to the standard condit
~22 °C, 101.325 kPa!. It is also known that, especially fo
plastic walled chambers, their volume is somewhat dep
dent on the temperature at which the calibrations are p
formed. For the Exradin A12 chamber we established t
the volumetric expansion increases the volume, and there
decreases the calibration factor by 0.04%/°C. For the gra
ite chambers~NE2571, NE2611A! this effect is an order of
magnitude smaller. To avoid concerns about volumetric
pansion for the plastic chambers, we performed the cham
calibrations in the calorimeter tank at a temperature of 22
61 °C.

Chamber irradiations were performed with polarizin
voltages of 300 V, 150 V, and2300 V. Ion recombination
corrections Pion were determined using the linear two
voltage technique as implemented in TG-514 for linac beams.



of
m
W
he
r
r
ed
er
ul
m

de

l
-p
io
in
m
r
m
8
g
n

ig

the

by
atic
d

lin-
his
n in
the
n
of

s of
lue
-

i-
nd
ec-
n
ce.

e-
ing
st.
nd
or-
r a

nac
er

2

n to
by

ch

e

or-

cor-
ibra-
-
ber

-

se
z

2768 Seuntjens et al. : Absorbed-dose beam quality conversion factors 2768
Derikum and Roos34 studied saturation correction factors
some thimble-type ionization chambers in pulsed bea
They showed that only for the NE2561 and the PT
M233641 chambers the saturation curves were linear w
plotted as 1/M vs 1/V, whereV is the chamber potential. Fo
other chambers they found 1/M drops more quickly at highe
voltages than expected. This excess charge was attribut
charge multiplication and the points at high voltages w
eliminated so that correction factors for recombination co
be derived. With the exception of the PTW M23332 cha
ber, their results were expressed asPion51.001
1(0.15d2r /V) whered represents the equivalent electro
spacing in mm,r the pulse charge density in 1025 C m23 and
V the polarizing voltage in V. The first term is for initia
recombination and the second term represents the dose
pulse dependent volume recombination. Table III lists
chamber recombination correction factors at 20 MV us
the linear two-voltage technique, compared with Deriku
and Roos’ empirical fit. The agreement between measu
and expected values is within 0.01% for the graphite cha
bers and within 0.1% for the plastic chambers. The NE25
chamber is the single chamber for which the two-volta
recombination correction islarger than expected based o
the equivalent electrode spacing.

In continuous beams, Zankowski and Podgorsak35 showed
that standard recombination theory does not work due
what they interpret as charge multiplication effects at h

TABLE III. Saturation and polarity correction factors at 20 MV. The do
rate amounted to 1.8 Gy/min; the pulse repetition frequency was 240 H

Pion

Chamber type Serial No. Ppol this work

Formula of
Derikum and

Roos~Ref. 34!

NE2571 667 0.9991 1.0024
2572 0.9990 1.0028
2587 0.9997 1.0012
2595 0.9993 1.0023
1527 0.9998 1.0022

Average 1.0022 1.0021
NE2611A 136 0.9996 1.0029

137 0.9997 1.0021
138 0.9997 1.0020

Average 1.0023 1.0022
NE2581 1047 1.0002 1.0034

1067 1.0001 1.0035
1078 1.0008 1.0029

Average 1.0033 1.0014
PTW N30001 358 0.9995 1.0013

359 0.9993 1.0010
360 0.9994 1.0019

Average 1.0011 1.0020
PR06-C 68 907 0.9993 1.0019

68 910 1.0007 1.0013
68 927 1.0001 1.0013

Average 1.0015 1.0018
Exradin A12 101 0.9993 1.0020

149 1.0000 1.0021
150 0.9996 1.0016

Average 1.0019 1.0020
Medical Physics, Vol. 27, No. 12, December 2000
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voltages. In a recent extensive study using a subset of
ionization chambers used in this work, Yanget al.36 showed
that a correction based on the full saturation curve differs
less than 0.16% from the correction based on the quadr
form, ~i.e., 1/M vs 1/V2! of the two-voltage technique, an
differs by less than60.12% from unity for all cylindrical
chamber types studied here. From the Yanget al.36 study, it
is not clear what the exact mechanism is leading to a non
ear (1/V2,1/M ) saturation curve. For these reasons, in t
work, we have chosen to measure the saturation correctio
the linac beams using the linear two-voltage approach in
form outlined in TG-51,4 and ignore the saturation correctio
at 60Co, where the rms deviation between a full analysis
the saturation curve and unity was 0.074%.36 In the linac
beams, we assign uncertainties to our measured value
Pion based on the difference between the expected va
from the Derikum and Roos34 analysis, and our measure
ments using the two-voltage technique.

The polarity correction,Ppol , corrects a reading at pos
tive polarity to the average of the readings at positive a
negative polarity. As an example, measured polarity corr
tions at 20 MV are listed in Table III. The polarity correctio
factor was found to have no significant energy dependen

The factorPdd corrects for the dose profile over the r
gion occupied by the chamber. It is derived from measur
the dose profile in two dimensions at the depth of intere
The correction arises from the integration of the profile a
comparing with the dose at the reference position. The c
rection amounts to about 1.001 at all linac energies fo
Farmer-type chamber.

Since different electrometers have been used in the li
beams and the60Co beam, corrections for the electromet
calibration in terms of absolute charge,Pelec, have been ap-
plied. This amounted to,0.15% correction.

For waterproofing, all but the waterproof Exradin A1
chambers were inserted in a 1 mmPMMA sleeve. At60Co, a
sleeve of this material and this thickness has been prove
increase the response of an NE2571 chamber
0.06%60.03%.37 In a 20 MV beam, the same sleevede-
creasesthe response by 0.19%60.10%.37 In the TG-51 re-
port, it is recommended to use a waterproofing sleeve of<1
mm thick for nonwaterproof chambers, the effect of whi
has not been included in the calculations underlying thekQ

data in that report.38 With the exception of the Exradin A12
chamber, thekQ data presented in this work apply to th
chambers inserted in a 1 mmPMMA sleeve, i.e., no sleeve
correction was applied to the data.

Once the corrections have been derived, the fully c
rected chamber reading is calculated as

M corr5M P,TPionPpolPddPelec, ~4!

where M P,T represents the temperature and pressure
rected chamber reading. The absorbed dose to water cal
tion factorsND,w were calculated as the ratio of the calorim
eter dose per unit phantom-monitor to the corrected cham
reading per unit phantom-monitor.kQ factors were then de
rived by applying Eq.~1!.

.
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At 60Co, in addition, the chambers were also calibra
free-in-air against the Canadian standard for air kerma,
the air-kerma to absorbed-dose conversion factorCCo was
derived. The experimental values ofCQ , the air-kerma to
absorbed-dose conversion factor at linac beam qualityQ,
were calculated asCQ5CCokQ .

F. Calculations of k Q and CQ

We compare our experimental values ofkQ with the cur-
rently recommended values of the AAPM TG-51.4 The cal-
culations were done with the PROT program39,40 that calcu-
lates the quantities needed to calculatekQ . Elements of the
PROT program have been used to generate the data in
TG-51 protocol. Whereas TG-51 only listskQ factors as a
function of the beam quality specifier %dd(10)x , PROT also
calculates the data as a function of TPR10

20. Many modifica-
tions and corrections to the formalism and data have b
published since the publication of the AAPM TG-21 prot
col in 1983.41–43 PROT calculates values ofCQ using both
the original TG-212 and a fully corrected version of TG-2
@TG-21 ~corr!#.40,43 The fully corrected version of TG-21
uses the corrected formalism combined with stopping po
data based on ICRU Report 3744 ~taken from the IAEA TRS-
277 Code of Practice1!, the TG-21 values for the replaceme
correction factor38 and thePcel correction for an aluminum
electrode.38

None of the protocols mentioned above has the correc
for the waterproofing sleeve incorporated into the equa
for Pwall . However, to compare state-of-the-art theory~as
opposed to protocol values! with experimental values ofkQ

or CQ , corrections for the waterproofing sleeve have be
applied when appropriate using a three-component exten
of the standard equation forPwall .

43,45When this is the case
it will be specifically stated. Ross and Shortt37 studied sleeve
correction factors for the NE2571 and the PR06-C chamb
For PMMA sleeves the behavior of the response was in g
agreement with the three-component calculation altho
some uncertainty was involved in extrapolating their resul
zero sleeve thickness. We have compared calculated sl
corrections with measured sleeve corrections for the wa
proof Exradin A12 chamber, where such an extrapolation
not needed, and the agreement was within 0.1% for
beams. Inclusion of the sleeve component for a 1 mm
PMMA sleeve into the model forPwall increases calculate
kQ values by 0.07%, 0.22%, and 0.36% at 10 MV, 20 M
and 30 MV, respectively. The forthcoming IAEA Code
Practice includes a similar correction but for the effects o
0.5 mm PMMA waterproofing sleeve.5

Based on usingCQ5CCokQ , with the CCo values ob-
tained using the fully corrected version of TG-21, and t
TG-51 values ofkQ corrected for the effect of the wate
proofing sleeve~if present!, we have also derived values o
CQ as a function of %dd(10)x . This approach has been la
beled as an ‘‘optimal air-kerma’’ protocol, and is, except f
the conversion of air-kerma to absorbed-dose at60Co and the
incorporation of a sleeve correction, exactly equivalent
TG-51.
Medical Physics, Vol. 27, No. 12, December 2000
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III. RESULTS AND DISCUSSION

A. Uncertainties on measured absorbed dose
calibration factors, ND,w , and on beam quality
conversion factors k Q and CQ

A credible uncertainty analysis of measured absorb
dose beam quality conversion factors is very important
view of the recent protocol recommendations of the AAPM4

and the IAEA5 which utilize calculated beam quality conve
sion factors. Table IV presents the components contribu
to the combined standard uncertainty on a water calorime
measurement ofkQ for a single chamber. All the sources o
uncertainties in the calorimetric experiment are mention
By combining these with the uncertainty from the ion cha
ber measurements, uncertainty estimates on the absor
dose calibration factor,ND,w are obtained. The uncertaint
on the long term reproducibility of the linac monitors aris
from our daily phantom-monitor measurements over
course of several months of measurements at each qua
For the uncertainty onPion in the linac beams, we have use
the maximum difference between the two-voltage result a
the fit provided by Derikum and Roos.34 At 60Co, where no
correction for recombination was implemented, we us
0.074%, which is the rms deviation between unity and
full saturation curve investigation36 for a subset of the cham
bers of the present work. Uncertainty estimates for the ot
more straightforward chamber correction factors have b
itemized in Table IV~items 12, 15, 16!.

Table IV also shows the uncertainty onCQ . It is larger
because systematic components in a calorimetric determ
tion of absorbed dose to water, as well as the uncertainty
an air-kerma calibration~0.32%46! cannot be removed from
the determination ofCQ . However, if measured values o
CQ or kQ are used, the uncertainty on the dose value
signed in an arbitrary accelerator beam is the same for thekQ

or theCQ systems since in the end, the measured value
ND,w

60Co or NK cancel out as long as the same60Co standards
are used to measurekQ or CQ and the calibration factors
Type B uncertainties related to the air-kerma or dose calib
tion at 60Co do not propagate into the final dose determin
tion at linac energies, which is only determined by the ca
rimetric dose measurement39 and an ion chambe
measurement in these beams.

In order to arrive at the combined standard uncertainty
the absorbed dose beam quality conversion factorskQ and
CQ , the combined standard uncertainty on a determina
of kQ or CQ for a single chamber~Table IV! was combined
with the 1s sample standard deviations onkQ andCQ so as
to incorporate the chamber-to-chamber variation of the c
version factors within a type. This is likely to be a conse
vative estimate of the uncertainty because some of
chamber-to-chamber variation may be statistical in nat
~due to monitor variations! and therefore may have bee
counted already in the type A uncertainty given in Table I
The combined standard uncertainty on the measuredkQ val-
ues, including the sample standard deviation on chambe
chamber variations, amounts typically to 0.45%. From
1s sample standard deviations onkQ and CQ ~data not
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TABLE IV. Type A and type B percent uncertainties on the water calorimetric determination ofkQ andCQ for
a single chamber. Uncertainties which are common to both the reference quality60Co, and the high energy
photon beam quality of interest in the determination ofkQ have been bracketed, and are removed from the t
uncertainty calculation onkQ . However, they are included in the uncertainty estimates onCQ , as is the
uncertainty resulting from the air-kerma calibration factor. The number of degrees of freedom in the t
uncertainties are indicated in square brackets.

Source and type of uncertainty~in %! 60Co 10 MV 20 MV 30 MV

Type A
1 ReproducibilityDT/MU 0.06@190# 0.15@93# 0.10@165# 0.14@55#
2 Short term reproducibilityM corr /MU 0.02@32# 0.03@23# 0.06@22# 0.08@26#
3 Long term reproducibility linac monitors 0.10@17# 0.12@18# 0.15@24#

Type B
Calorimeter related quantities

4 cw,p ~specific heat capacity! ~,0.005! ~,0.005! ~,0.005! ~,0.005!
5 Thermistor sensitivityS̄ ~0.20! ~0.20! ~0.20! ~0.20!
6 kc ~heat loss! 0.15 0.15 0.15 0.15
7 kp ~vessel perturbation! 0.05 0.02 0.02 0.02
8 kHD ~three systems! ~0.3! ~0.3! ~0.3! ~0.3!
9 kr ~density of water! 0.02 0.02 0.02 0.02

10 kdd ~profile nonuniformity! 0.02 0.02 0.02 0.02
11 Positioning calorimeter, probes, and vessel 0.10 0.10 0.09 0.

Chamber related quantities
12 Pdd 0.02 0.02 0.02 0.02
13 Pion 0.07 0.16 0.16 0.11
14 Ppol 0.01 0.01 0.01 0.01
15 Pelec 0.02 0.01 0.01 0.01
16 Positioning chamber 0.05 0.05 0.04 0.04

Overall
ND,w 0.42 0.48 0.47 0.47
kQ 0.38 0.37 0.38
CQ 0.54 0.58 0.57 0.58
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shown! it was concluded that the chamber-to-chamber va
tion in CQ is mainly due to the variability in chamber re
sponse at linac energies~as is the case with thekQ system!
and not due to the variability at60Co as a result of differ-
ences in build-up caps, which have a much more minor
fect. So, based on the data, there was no obvious differe
in chamber intervariability between thekQ system versus the
CQ system.

The overall standard uncertainty on the measuremen
kQ for a single chamber~0.38%! is consistent with the un
certainty quoted by Rosset al.29 ~0.35%! although the en-
ergy dependence ofeG of the Fricke dosimeter~and its un-
certainty! was ignored in that paper. Guerraet al.18 estimate
the uncertainty on their measurements to be about 0.6
~excluding the uncertainty on the energy dependence ofeG!.
Our combined standard uncertainty of 0.45% is consis
with the value of 0.5% quoted by Palmanset al.22 which is
also based on sealed water calorimetry. Vatnitskyet al.21

also used water calorimetry to studykQ values for the
PR06-C and the PTW-W30001~sic! chambers.21 However
the quoted 1s uncertainty on theirkQ values is no better than
about 1%. We have therefore not considered their data
ther in this work.

B. Air-kerma to absorbed-dose conversion factor at
60Co, CCo

A major conceptual difference between air-kerma-ba
protocols and absorbed-dose-based protocols is the us
l. 27, No. 12, December 2000
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build-up caps in calibrations based on air-kerma standa
Table V shows60Co air-kerma and absorbed-dose calibrati
factors and their ratios. Calculations ofCCo based on the bes
available data, including a correction for the 1 mm PMM
sleeve when present, are compared to the measured va
The sample standard deviations on the measured value
CCo are less than 0.2% for all chamber types and the grap
walled chambers showed generally a lower sample stan
deviation on the measuredCCo values than for the plastic
walled chambers, an observation consistent with their su
rior measured rotational response~see Sec. II C!.

Second, when comparing theCCo values for different
chamber types relative to each other, we find agreemen
better than 0.1% between our experimental results and
data presented by Boutillon and Perroche47 for a subset of
the chamber types~NE2571, NE2561, and PR06-C!. Note
that such a comparison is independent of the standards o
kerma or absorbed dose used. Equally good agreeme
obtained between our measurements and similar data tr
able to the BIPM for the NE2571, NE2561, NE2581, a
PTW N30001 chambers in the recent draft~V.7! of the up-
coming IAEA protocol.5 Based on the Canadian standar
for air kerma and absorbed dose, the agreement betwee
calculated value ofCCo and the measured value is withi
0.47% for all chamber types, with the measuredCCo gener-
ally being lower than the calculated value except for t
PR06-C and the NE2581 chambers.

Although the experimental uncertainty onCCo is of the
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TABLE V. Summary of60Co calibration factors andCCo conversion factors based on the Canadian absorb
dose and air-kerma standards. The calculatedCCo values are based on the code PROT~Ref. 40! using the fully
corrected equations~Ref. 49! and stopping power ratios based on ICRU Report 37~Ref. 44! and include the
effect of the 1 mm PMMA sleeve used for the in-phantom measurement. The columnDmeas

calc summarizes the
differences between calculation and the average of the measurements. The reproducibility of the measu
of chamber response with different caps is estimated to be 0.05%. Uncertainties shown in bracketss
estimates of the sample standard deviations.

Chamber
type

Serial
number

NK

@cGy/nC#
ND

@cGy/nC#

CCo

Calculated %Dmeas
calcIndividual Average

NE2571 2572 4.1494 4.5274 1.0911
~graphite! 2595 4.1182 4.4944 1.0914

2587 4.1288 4.5073 1.0917 1.0915 1.0948 10.30%
1527 4.1745 4.5545 1.0910 ~0.04%!
667 4.0739 4.4496 1.0922

NE2611 136 9.4457 10.233 1.0833
~graphite! 137 9.4579 10.254 1.0841 1.0838 1.0857 10.18%

138 9.5779 10.381 1.0838 ~0.04%!

NE2581 1047 5.3047 5.7681 1.0874
~A150! 1067 5.2227 5.6811 1.0878 1.0878 1.0827 20.47%

1078 5.3256 5.7949 1.0881 ~0.03%!

PTW 358 4.8191 5.2508 1.0896
N30001 359 4.8143 5.2411 1.0887 1.0883 1.0916 10.30%
~PMMA! 360 4.8015 5.2177 1.0867 ~0.14%!

Capintec 68907 4.3412 4.7106 1.0851
PR06-C 68910 4.3276 4.6949 1.0849 1.0861 1.0841 20.18%
~C552! 68927 4.3061 4.6866 1.0883 ~0.18%!

Exradin 149 4.5672 5.0101 1.0970
A12 101 4.5070 4.9330 1.0945 1.0955 1.0991 10.33%
~C552! 150 4.4847 4.9110 1.0951 ~0.12%!

Cap material

CCo

Measured Calculated %Dmeas
calc

Polystyrene 1.0861 1.0841 20.18%
C552 1.0964 1.1063 10.90%

PR06-G PMMA 1.0869 1.0909 10.36%
~C552! Lucentinea 1.0833 1.0841a 10.07%

Delrin 1.0900 1.0954 10.50%

aThe composition of lucentine was considered the same as that of polystyrene.
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order of 0.6%, the trends of the individualCCo factors rela-
tive to the value for another chamber type are significa
again because common uncertainties due to the stand
cancel out. In this respect, the NE2581 and the PR0
chambers behave differently than the other chambers: t
calculatedCCo factors arelower than the measured value
whereas the calculated values are systematically highe
0.2% to 0.3% for all other types. The NE2581 and t
PR06-C chamber have build-up caps of lucentine and p
styrene, respectively, where lucentine is described a
polystyrene-based plastic. In order to find out whether po
styrene, used as a cap material, is responsible for this ef
we comparedCCo factors using a PR06-G chamber~a fully
guarded version of the PR06-C chamber! with build-up caps
of polystyrene, C552, PMMA, lucentine, and delrin tak
from the other chambers used in this study. The lower par
Table V shows the measuredCCo factors compared with cal
culated CCo for the same chamber/different cap combin
l. 27, No. 12, December 2000
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tions. Based on measurements with a specific chamber
using different caps of the same material, the reproducibi
of measuring response for a given cap type, was found to
of the order of 0.05%. Again we observed that a polystyre
cap on the PR06-G chamber causes the measuredCCo to be
higher than calculated, whereas for C552, PMMA, and de
caps,CCo is lower than calculated by 0.4%–0.9%. The o
servation that polystyrene used as cap or sheath mat
shows deviations from the two-component model, was a
made by Hanson and Tinoco,45 and this might mean that th
electron or photon cross sections for polystyrene used in
model are wrong. Similar observations were made wh
comparing measured and calculated response of pl
parallel chambers where the agreement was worst for p
styrene chambers.48

Another observation can be made when comparing
two chambers of the same wall material, i.e., the PR06-G~or
C! and the Exradin A12. The use of a C552 cap on a PR0



-

ur

ce
r
n
a

e

nc
a

ti

ie
m
er
p
n
is

w
50
ion
ha
ta
b
m

es
b

e
1%

rtt
ount

er
ter-
e

nd
se

me-
ere
m-

am-
inty

in
or

the
r-
d.

ype
on

e

-

as
ed
a-
o
a

2772 Seuntjens et al. : Absorbed-dose beam quality conversion factors 2772
chamber brings the measuredCCo very close to the experi
mental and calculated value ofCCo for the Exradin A12
chamber. However, the calculatedCCo value for the PR06-G
chamber with C552 cap is higher by 0.9% than the meas
ment and higher by 0.6% compared to the calculatedCCo

value for the Exradin A12 chamber. The 0.6% differen
between the calculatedCCo values for the PR06-G chambe
with C552 build-up cap and the Exradin A12 with its ow
C552 build-up cap, is brought about by the difference in w
thickness between both chambers and the fact that thePwall

correction is larger for C552 than for all the other chamb
wall materials, so that the deficiencies in the model forPwall

stand out more distinctly.
The above observations related to build-up caps influe

the final dose assigned in the user beam when based on
kerma calibrations. In an absorbed-dose-based calibra
system, this uncertainty is no longer involved.

If any of the chambers of this study are used the impl
change in dose resulting from the transfer from an air-ker
based system to absorbed-dose-based system can be d
from our measurements. This change depends on the im
mentation of the protocol as well as on the air-kerma a
absorbed-dose standards, respectively. Recent compar
of the air-kerma and absorbed-dose standards at60Co be-
tween the National Research Council Canada~NRC!, and the
National Institute for Standards and Technology~NIST!25

have shown that the NIST air-kerma standard is 0.61% lo
than the NRC standard, and the NIST dose-standard is 0.
higher than the NRC dose-standard. Using this informat
the CCo from our measurements were translated into w
they would have been if they were based on the USA s
dards. Table VI summarizes the implied changes in absor
dose at60Co for Canada and the USA when changing fro
an air-kerma-based system~‘‘TG-21 as published’’2 or
‘‘TG-21 corrected’’43,49! to absorbed dose. The table mak
two points:~i! the change is less in Canada than the USA
about the 1.1% difference in the standards; and~ii ! using the
corrected version of TG-21 would generally have reduc
the changes. The data in Table VI for the NE2571 are 0.

TABLE VI. Implied change in clinical reference dosimetry at60Co in Canada
and the USA as a result of going from an air-kerma to absorbed-dose-b
calibration system. ‘‘TG-21:’’ the dose according to TG-21 as publish
~Ref. 2!, ‘‘TG-21 ~corr!:’’ the dose according to TG-21 with corrected equ
tions and data. The anticipated results for the USA were derived from
measurements and on the recent intercomparisons of air-kerma
absorbed-dose standards between NRC and NIST~Ref. 25!. See text about
apparent discrepancy with data in Shorttet al. ~Ref. 25!. In all TG-21 pro-
tocol calculations, no sleeve corrections were applied.

DDw(TG-21)
Dw DDw(TG-21~corr))

Dw

Canada USA Canada USA

NE2571 0.2% 1.4% 20.2% 0.9%
NE2611A or NE2561 0.2% 1.4% 20.1% 1.0%
NE2581 0.7% 1.8% 0.6% 1.7%
PTW N30001 0.1% 1.2% 20.2% 0.9%
Capintec PR06-C 0.8% 1.9% 0.3% 1.4%
Exradin A12 0.2% 1.3% 20.4% 0.8%
Medical Physics, Vol. 27, No. 12, December 2000
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to 0.2% lower than in the corresponding table of Sho
et al.25 because gradient effects have been taken into acc
here.

C. Experimentally determined absorbed-dose beam
quality conversion factors k Q

Figure 1 presents water calorimetry basedkQ factors for
five NE2571 chambers as a function of %dd(10)x . The
spread on thekQ factors is determined by individual chamb
characteristics as well as measurement reproducibility de
mined by short and long term monitor stability. For th
chambers of this type the maximum differences inkQ factors
amount to 0.23%, 0.45%, and 0.28% for 10 MV, 20 MV, a
30 MV, respectively. For the other chamber types tho
chamber-to-chamber differences are similar though so
what smaller, but only three chambers of each type w
investigated in those cases. In what follows we have co
bined the sample standard deviation of all investigated ch
bers of a given type with the combined standard uncerta
on akQ determination for a single chamber as presented
Table IV in order to determine the overall uncertainty f
each chamber type.

Table VII summarizes our measured type averagekQ val-
ues for the six chamber types and compares the results to
data of the TG-514 protocol as well as the TG-51 data co
rected for the effect of the 1 mm PMMA sleeve when use
These comparisons are discussed below in Sec. III E 2.

D. Beam quality specification of high-energy photon
beams

Figures 2 and 3 show our measured data for the t
averagekQ factors for the NE2571 chamber in comparis
with recent high-quality data from the literature for the sam
chamber type as a function of TPR10

20 and %dd(10)x , respec-
tively. The data from Guerraet al.,18 from Shorttet al.,17 and
from Rosset al.29 have been corrected for the increase ineG
as reported in Klassenet al.,20 supplemented with calorim
eter basedeG data at 10 MV. The correction used was

ed

ur
nd

FIG. 1. Absorbed dose beam quality conversion factorkQ for five chambers
of the NE2571 type as a function of %dd(10)x .
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TABLE VII. Water-calorimetry-based beam quality conversion factors,kQ . The second and the third line fo
each chamber type represent the percentage differences between the TG-51~Ref. 4! protocol values~both as
published and as corrected for the effect of a 1 mm PMMA sleeve! and the values of this work defined a
1003(kQ,prot2kQ)/kQ . The beam quality specifiers given are NAP, %dd(10)x and TPR10

20 . The uncertainty on
the type averagekQ value is of the order of 0.4%–0.5%. The rms deviations between measured and calc
kQ values are calculated for every chamber at 10 MV, 20 MV, and 30 MV~‘‘rms deviation,’’ n21>8!. The
overall rms deviation is the average taken for all chamber types (n21559).

Beam quality

NAP
%dd(10)x

10 MV
69.6

20 MV
80.5

30 MV
88.4

rms deviation between
meas. and TG-51

Chamber type TPR10
20 0.682 0.758 0.794 As publ. Corr. sleeve

NE2571 kQ 0.9904 0.9723 0.9557
%DTG-51 20.04% 10.05% 10.35% 0.25%
%DSl.Corr. 10.04% 10.27% 10.71% 0.45%

NE2611A kQ 0.9944 0.9724 0.9560
%DTG-51 20.37% 10.24% 10.53% 0.41%
%DSl.Corr. 20.29% 10.46% 10.89% 0.61%

NE2581 kQ 0.9888 0.9609 0.9458
%DTG-51 20.71% 10.00% 10.00% 0.41%
%DSl.Corr. 20.63% 10.22% 10.36% 0.44%

PTW-N30001 kQ 0.9883 0.9660 0.9469
%DTG-51 20.20% 10.18% 10.69% 0.45%
%DSl.Corr. 20.13% 10.41% 11.06% 0.67%

Capintec PR06-C kQ 0.9961 0.9761 0.9606
%DTG-51 20.72% 20.74% 20.78% 0.74%
%DSl.Corr. 20.64% 20.52% 20.41% 0.53%

Exradin A12 kQ 0.9941 0.9728 0.9572
%DTG-51 20.24% 10.00% 10.00% 0.17%
%DSl.Corr. 0.17%

Overall rms deviation between measurement and TG-51 0.41%
Same for TG-51 data corrected for the effect of a 1 mmPMMA sleeve 0.48%
he
a

fa

ick

ct
d.
FIG. 2. Comparison between absorbed-dose beam quality conversion
tors,kQ , for the NE2571 chamber as a function of TPR10

20 , with experimen-
tal data from the literature. The data from Guerraet al. ~Ref. 18!, from
Shorttet al. ~Ref. 17!, and from Rosset al. ~Ref. 29! have been corrected
for the energy dependence of the radiation chemical yield of the Fr
dosimeter as discussed in the text. The light and heavily filtered Rosset al.
~Ref. 29! data that belong to the same accelerating potential are conne
by full lines. The Palmanset al. ~Ref. 22! data are water calorimetry base
The NPL data are based on graphite calorimetry~Ref. 50!. The full line
shows the data from TG-51@recast as a function of TPR10

20 ~Ref. 38!# and the
dashed–dotted line the same data corrected for the effect of a 1 mmPMMA
sleeve. SEWC stands for sealed water calorimeter.
l. 27, No. 12, December 2000
kE5120.033 37~TPR10
2020.572!

for 0.572<TPR10
20<0.800. ~5!

The data from NPL for the NE2571 chamber are from t
NPL CCRI~I! contribution.50 To present the NPL data as

c-

e

ed

FIG. 3. Same as Fig. 2 but as a function of %dd(10)x . The full line and the
dashed–dotted line show the data from the TG-51 protocol~Ref. 4! and the
data from the TG-51 protocol with correction for a 1 mmPMMA sleeve,
respectively. SEWC stands for sealed water calorimeter.
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function of %dd(10)x , use was made of an NRC EGS
BEAM Monte Carlo study of the NPL setup.51 In this study,
%dd(10)x values at a SSD 100 cm were derived from me
sured values of %dd~10! at SSD of 120 cm and 118 cm
provided by NPL. The uncertainty on the correction of t
measured NPL %dd~10! values amounts to 0.5%. Similarly
the %dd~10! values in the work of Rosset al.,29 which were
calculated for an SSD of 125 cm, were recalculated
specify %dd(10)x at 100 cm SSD and a field size of 10310
cm2 at the phantom surface. Unlike the soft 20 MV bea
used for this work and the soft beams in the work of Ro
et al.,29 the Shorttet al.17 data were measured at NRC usin
a 20 MV beam where field flatness was obtained by usin
flattening filter. Shorttet al.17 also performed measuremen
at the 18 MV (TPR10

2050.772) beam of the Physikalisc
Technische Bundesanstallt~PTB!.17 In this case we derived a
%dd(10)x of 79.6 from the measurement of a percenta
depth-dose curve and corrected for electron contamina
using the open beam formula of TG-51.4 The kQ values of
Palmanset al.22 were measured using a sealed water ca
rimeter operated at 4 °C as in this work.

The variety of linac beams presented in these graphs
lows the performance of various beam quality specifiers
be examined. MeasuredkQ values show a spread of up t
1.1% in Fig. 2 when plotted as a function of TPR10

20 whereas
this spread becomes 0.4% when %dd(10)x is used as beam
quality specifier. When using TPR10

20 as a specifier, the Pal
manset al. measured value ofkQ at TPR10

2050.705 is 0.84%
higher than an interpolation of our values whereas us
%dd(10)x as a specifier implies the measurements ag
within 0.17%.

FIG. 4. Comparison between absorbed-dose beam quality conversion fa
kQ for the NE2611A chamber as a function of TPR10

20 , with experimental
data from the literature. The data from Guerraet al. ~Ref. 18! and the PTB
data @adapted from Boutillonet al. ~Ref. 16!# have been corrected for th
energy dependence of the radiation chemical yield of the Fricke dosim
as discussed in the text. The NPL data are based on graphite calorim
~Ref. 50!. The full line shows the data from TG-51@recast as a function of
TPR10

20 ~Ref. 38!# and the dashed–dotted line the same data corrected fo
effect of a 1 mm PMMA sleeve. SEWC stands for sealed water calorime
Medical Physics, Vol. 27, No. 12, December 2000
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Figures 4 and 5 show thekQ data for the NE2611A cham
ber. Literature data for the NE2561 chamber have been p
ted on the same graph since both chambers are usually
sidered to be equivalent. The data from Guerraet al.18 and
from the PTB as reported by Boutillonet al.16 have been
corrected for the energy dependence ofeG in the same fash-
ion as described above. The Boutillonet al.16 paper only
presents the PTB data as a function of TPR10

20 and %dd(10)x
values for all PTB beams were not available to us except
the 18 MV beam which was the same as the one used in
Shorttet al. work @TPR10

2050.772; %dd(10)x579.6#. For the
NE2611A the measured data exhibit a spread of up to 1
using TPR10

20 as beam quality specifier and only 0.5% usi
%dd(10)x . When using TPR10

20 as a specifier, the NPL mea
sured value ofkQ at TPR10

20 of 0.79 is 1.1% greater than th
NRC value for a beam with the same value of TPR10

20. When
%dd(10)x is used as a specifier, the NPL value agrees
within 0.1% of the interpolated NRC values.

It should also be pointed out that, for the NE2571 and
NE2611A chambers, if the soft NRC beams were to be
cluded from the comparison, using TPR10

20 all kQ values gen-
erally lie within a band of60.4% with the exception of the
Guerraet al. NE2561 point at TPR10

2050.75 which is lower
by 1% than the interpolated PTB data~Fig. 4!.

Figures 6 and 7 showkQ data for the PR06-C chamber. I
this case, our data are compared with the data from Sh
et al.,17 Rosset al.,29 and Guerraet al.18 For the lower ener-
gies@TPR10

20<0.75, %dd(10)x<79# the agreement of ourkQ

data and the Guerraet al.18 data is better~within 60.2%!
when using TPR10

20 compared to a spread of 0.6% usin
%dd(10)x . However, at high energies@TPR10

20.0.75;
%dd(10)x.79# the data spread is 1.1% when expressed a
function of TPR10

20 and only 0.3% when expressed as a fun
tion of %dd(10)x .

ors
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FIG. 5. Same as Fig. 4 but as a function of %dd(10)x . The full line and the
dashed–dotted line show the data from the TG-51 protocol~Ref. 4! and the
data from the TG-51 protocol with correction for a 1 mmPMMA sleeve,
respectively. SEWC stands for sealed water calorimeter. Values
%dd(10)x for other PTB beams in Fig. 4 were not available to us~see text!.
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Figures 8 and 9 showkQ data for the PTW-N30001 an
the Exradin A12 chambers, respectively. To our knowled
no other high-quality experimental data are available for
PTW N30001 and the Exradin A12 chambers.

In the above we have emphasized the spread in thekQ

values with different beam quality specifiers, both beca
this is the most relevant criterion when talking of the over
quality of a specifier and also because, as we will see be
the calculated values ofkQ tend to be larger than the mea
sured values, and thus any spread in values shows up
larger discrepancy with the theory. However, if one were
base a protocol completely on measuredkQ values specified
by TPR10

20, then a more relevant criterion is to ask, how wi
is the band about a mean value. In this case the spreads
to 1.1% are reduced to bands about the ‘‘accepted value
60.6% or less, and this is clearly acceptable for clinical d
simetry, as long as the accepted value is based on a
variety of measured data from different machine types.

E. Comparisons with theory

1. TG-51

In Figs. 3–8, the TG-51 protocol’s values ofkQ are
shown by the solid lines. Table VII presents a detailed co
parison to TG-51’s values as a function of TG-51’s be
quality specifier %dd(10)x , including the rms deviations be
tween measured and calculatedkQ factors for all chambers
used, and averaged over all linac energies. All measured
are in a band of20.78% to10.69% from the TG-51 values
The overall average rms deviation between measuremen
TG-51 for all chambers and energies~60 data points!

FIG. 6. Comparison between absorbed-dose beam quality conversion fa
kQ for the PR06-C chamber as a function of TPR10

20 , with experimental data
from the literature. The data from Guerraet al. ~Ref. 18! and from Ross
et al. ~Ref. 29! have been corrected for the energy dependence of the ra
tion chemical yield of the Fricke dosimeter as discussed in the text.
light and heavily filtered Rosset al. ~Ref. 29! data that belong to the sam
accelerating potential are connected by full lines. The full line shows
data from TG-51@recast as a function of TPR10

20 ~Ref. 38!# and the dashed–
dotted line the same data corrected for the effect of a 1 mmPMMA sleeve.
SEWC stands for sealed water calorimeter.
Medical Physics, Vol. 27, No. 12, December 2000
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amounts to 0.41% which is comparable to the 0.45% ove
uncertainty on the measured values~Sec. III A!.

In Figs. 2, 4, and 6 the TG-51 values ofkQ expressed as a
function of TPR10

20 are compared to the measured data. F
the NE2571 and NE2561 chambers the agreement betw
measured and calculated values is much worse~up to 1.5%
discrepancies for the chambers shown in the figures; u
1.61% for all chambers studied! at high energies using thi
beam quality specifier since the calculated values are t
cally higher than all measured values. For the PR06-C ch
ber the agreement with the measured values is improved
ing this specifier although the worst case with the %dd(1x

specifier is 0.78%.

2. State-of-the-art chamber theory

Because most of the chambers used in our measurem
are not waterproof and the calculations behind the TG
report do not incorporate a sleeve correction, a fair comp
son with state-of-the-art calculations should account
sleeve corrections. In Figs. 3–8, the TG-51 data, correc
using the three-component sleeve correction43,45,52instead of
the two-component wall correction,53,54 are shown by the
dashed–dotted line and detailed comparisons are give
Table VII. The inclusion of the sleeve correction genera
increases the differences with the measurements for e
beam quality specifier at higher energies for all chamb
except the PR06-C. The overall rms deviation betwe
TG-51 values corrected for sleeve effect and measurem
for all chambers is 0.48%. The range of differences increa
to 20.64% to11.06% when the sleeve effect is taken in
account.

Considering the sleeve correctedkQ values, at 10 MV, the
measuredkQ factors are equal~0.04% different for the
NE2571, Table VII! or slightly ~up to 0.64%! higher than the
TG-51 values, at high energies the situation is generally

FIG. 7. Same as Fig. 6 but as a function of %dd(10)x . The full line and the
dashed–dotted line show the data from the TG-51 protocol~Ref. 4! and the
data from the TG-51 protocol with correction for a 1 mmPMMA sleeve,
respectively. SEWC stands for sealed water calorimeter.
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versed. This observation holds for all chamber types, exc
for the PR06-C chamber where the measuredkQ is always
higher than the protocol values.

The Exradin A12 chamber and the PR06-C chamber
both chambers with C552 wall but the Exradin A12 has
thicker wall~0.088 g/cm2 vs 0.050 g/cm2!. If one corrects the
measuredkQ values for the PR06-C chamber to account
the 1 mm PMMA sleeve by using calculated corrections,
resultingkQ values are within 0.1%. However, the calculat
kQ factor for the PR06-C chamber differs by up to 0.64
from the measurements, whereas it agrees to within 0.24%
the case of the Exradin A12 chamber. This observation i
agreement with the observations made regarding Table V
for consistency, a cap of C552 is used in the in-air calib
tion: the difference between calculatedCCo and measured
CCo is 0.90% for the PR06-G chamber whereas it is o
0.33% for the Exradin A12~Table V!. When calculating the
ratio of the kQ of the PR06-C chamber and the graph
walled NE2571 chamber, the measured ratio is 0.7%, 0.
and 0.9% higher than the calculated ratio for 10 MV, 20 M
and 30 MV, respectively. Since a measured ratio ofkQ val-
ues is independent of the dose standard, and a calcu
ratio for Farmer-type chambers is only determined by w
and central electrode correction factors, these observat
confirm the problems with the two-component model
Pwall .

29

3. Comparison of experimental C Q factors with TG-
21-based values

Table VIII presents the calorimeter-based values ofCQ in
comparison with the AAPM TG-21 protocol values of th
quantity. Two versions of the TG-21 protocol have be
used: the originally published version~data and equations!,2

and the fully corrected version of the protocol43 which uses
data and equations exactly compatible with the calculati
behind TG-51 except for the use of the beam quality sp

FIG. 8. Measured beam quality correction factorskQ for the PTW-N30001
chamber as a function of %dd(10)x . The full line and the dashed–dotte
line show the data from the TG-51 protocol~Ref. 4! and the data from the
TG-51 protocol with correction for a 1 mmPMMA sleeve, respectively.
Medical Physics, Vol. 27, No. 12, December 2000
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fier ~which is TPR10
20 in this case!. The differences between

the original version of TG-21 and our measurements are
to 3.0% at the highest energies, and are composed of
effects ~1! problems with beam quality specification usin
TPR10

20 and ~2! the use of old data and the errors in the fo
malism. The situation is improved upon going to the co
rected version of TG-21 where differences are less than 1
in all cases. We also compare our measuredCQ values with
optimal air-kerma calculations defined as the product ofCCo

values using the fully corrected version of TG-21, and t
TG-51 values ofkQ corrected for the effect of the water
proofing sleeve~if present!. The only difference between
these values and the corrected version of TG-21 is in
beam quality specification and the sleeve correction. The
ferences from measurements using this approach are at
1.3%. In columns 6–8 of Table VIII we also present the rm
deviations between measured and calculatedCQ values using
the three approaches. Overall a progressive improvemen
the agreement between measurement and calculation ca
observed.

4. Accuracy of a k Q system compared to a C Q
system

The ‘‘optimal air-kerma’’CQ values~Table VIII! actually
correspond to using exactly equivalent physics~data, equa-
tions, and beam quality specification! as TG-51 but corrected
for the effect of waterproofing sleeve and extended to c
vert from air kerma to absorbed dose in60Co. Comparing the
rms deviations in Tables VII and VIII, the values are low
for all chamber types for thekQ system than for theCQ

system: the overall average rms deviation in theCQ system
is 0.67% compared to 0.48% for thekQ system. This means
that for the chamber types investigated in this study,
accuracy of an absorbed-dose-based protocol making us
calculatedkQ values is superior to an air-kerma-based s
tem making use of calculatedCQ values based on the sam
physics. This improved accuracy is a combination of tw

FIG. 9. Measured beam quality correction factorskQ for the Exradin A12
chamber as a function of %dd(10)x . The full line is the TG-51 values.
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TABLE VIII. Water calorimetry based air-kerma to absorbed dose conversion factors,CQ . The second and third
line for each chamber type represent the percentage differences between the original AAPM TG-21 proto~as
published! and the AAPM TG-21, fully corrected protocol~corr! respectively, and the experimental values
this work defined as 1003(CQ,prot2CQ)/CQ . For those comparisons TPR10

20 has been used as the beam qual
specifier. The term ‘‘optimal air-kerma’’ refers to state-of-the-art ion chamber theory including correctio
the effect of a 1 mm PMMA waterproofing sleeve and combined with %dd(10)x as beam quality specifier. The
CQ data in this case are the state-of-the-art calculation ofCCo including sleeve correction~Table V! multiplied
with kQ from TG-51 with sleeve correction. The rms deviations between measured and calculatedCQ are shown
for each chamber type combined for 10 MV, 20 MV, and 30 MV (n21>8).

Chamber
type

NAP
%dd(10)x

TPR10
20

Beam quality
rms

deviation

10 MV
69.6
0.682

20 MV
80.5
0.758

30 MV
88.4
0.794

TG-21
~orig!

TG-21
~corr!

Optimal
air-kerma

NE2571 CQ 1.0810 1.0613 1.0431
%DTG-21~orig) 10.95% 11.66% 12.10% 1.61%
%DTG-21~corr) 10.26% 10.75% 11.18% 0.81%
%Doptimal air-kerma 10.31% 10.56% 10.98% 0.69%

NE2611A CQ 1.0777 1.0539 1.0361
%DTG-21~orig) 10.52% 11.71% 12.18% 1.64%
%DTG-21~corr) 20.22% 10.79% 11.24% 0.87%
%Doptimal air-kerma 20.14% 10.64% 11.07% 0.74%

NE2581 CQ 1.0756 1.0453 1.0288
%DTG-21~orig) 10.25% 11.74% 11.92% 1.51%
%DTG-21~corr) 20.94% 10.26% 10.49% 0.63%
%Doptimal air-kerma 21.15% 20.23% 20.10% 0.65%

PTW CQ 1.0756 1.0513 1.0305
N30001 %DTG-21~orig) 11.21% 12.31% 12.96% 2.28%

%DTG-21~corr) 10.20% 10.96% 11.61% 1.09%
%Doptimal air-kerma 10.16% 10.66% 11.28% 0.92%

Capintec CQ 1.0819 1.0601 1.0433
PR06-C %DTG-21~orig) 10.20% 11.17% 11.31% 1.04%

%DTG-21~corr) 20.73% 20.17% 10.02% 0.47%
%Doptimal air-kerma 20.81% 20.69% 20.59% 0.74%

Exradin CQ 1.0890 1.0657 1.0486
A12 %DTG-21~orig) 11.09% 12.38% 12.55% 2.11%

%DTG-21~corr) 10.29% 11.16% 11.40% 1.06%
%Doptimal air-kerma 10.08% 10.35% 10.30% 0.29%

Overall average rms deviation between measurement and protocol;
TG-21~orig! 1.70%
TG-21~corr! 0.82%

optimal air-kerma 0.67%
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effects:~1! the absence of the build-up cap in the calibrati
at 60Co in thekQ system, and the extent to which a protoc
calculation must be able to predict its effect for a particu
chamber;~2! the distribution of the measuredCQ conversion
factors around the calculated curve, and how a normaliza
at 60Co affects this distribution. In particular, comparing t
differences in calculated and measuredCCo ~Table V! with
the differences inCQ between the ‘‘optimal air-kerma’’ ap
proach and the measurements~Table VIII! shows that the
majority of the differences at the high energies have the s
sign as the differences at60Co. Therefore, normalization a
60Co improves the overall consistency and the overall r
deviation for all chambers in thekQ system compared to th
CQ system. It should be remembered though that if measu
rather than calculated values ofkQ andCQ factors are used
both systems are equally accurate.
l. 27, No. 12, December 2000
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IV. CONCLUSIONS

In this paper we presented measured beam quality con
sion factorskQ , and CQ as a function of photon energ
between 60Co and 30 MV @58,%dd(10)x,89;
0.57,TPR10

20,0.80# for six types of cylindrical chambers
We used the Canadian primary standard for absorbed-do
water based on a sealed water calorimeter to calibrate
chambers in terms of absorbed dose to water. The un
tainty on the measurement ofkQ for a single chamber
amounted typically to 0.36%, the uncertainty onCQ was
0.60%. Within a set of five NE2571 chambers, a maximu
difference betweenkQ factors of 0.45% was observed. Th
differences between measured and TG-51 basedkQ values
were no more than 0.8%. If sleeve corrections are accou
for, the maximum difference between measurement and
culation amounts to 1.1%. The rms deviation based on
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chambers at three energies between our measured type
agekQ values and thekQ values of the AAPM TG-51 pro-
tocol for all investigated chamber types amounted to 0.4
which is the same as our estimated uncertainties on the m
surement. When sleeve corrections are accounted for in
calculatedkQ value, the rms deviation increases to 0.48%

The measuredkQ values were up to 1.6% different com
pared with TG-51 values recast as a function of TPR10

20 ~kQ

values calculated using a corrected formalism and ICRU
port 3744 stopping powers but using TPR10

20 as a beam quality
specifier!. We have demonstrated that this is due to the
adequacy of TPR10

20 to specify the soft NRC beams, since th
former NRC data29 for heavily filtered beams based o
Fricke dosimetry, corrected for the energy dependence
eG, agreed with calculatedkQ values to within 0.4% when
the beam quality was specified by TPR10

20.
By combining our data with calorimeter or correcte

Fricke-based literature data we showed thatkQ values for the
NE2571 were specified by %dd(10)x with a spread of 0.4%
compared to TPR10

20 where the data spread was 1.1%. For
NE2611 chamber,kQ values were specified by %dd(10x

with a spread of 0.6% compared to a spread of 1.1% w
expressed as a function of TPR10

20. For the PR06-C chambe
TPR10

20 is a slightly better specifier at low energies but at hi
energies %dd(10)x is preferable. We noted anomalies wi
this chamber type when compared to its calculated respo
For the remaining chambers investigated~NE2581, PTW-
N30001, Exradin A12! insufficient high-quality data preven
definitive conclusions as to the performance of each of
specifiers. Nonetheless, just by examining the internal c
sistency of the measured data from a variety of acceler
beams it has been demonstrated that %dd(10)x is a better
beam quality specifier for radiotherapy photon beams in
sense that it properly specifies the soft NRC beams whe
TPR10

20 does not do as well. This result was predicted
calculations.55 We found that not only critical evaluation o
the techniques~i.e., Fricke versus calorimetry! that have
been used to measurekQ values reported in the literature, bu
also the details of the measurement of %dd(10)x were essen-
tial to arrive at this result. On the other hand, absorbed-d
determination using experimentalkQ factors specified as a
function of TPR10

20 remains accurate to within60.6% if a
wide variety of accelerator beams are used. This is, in cl
cal terms, perfectly acceptable.

Our work also shows that protocols making use of60Co
absorbed-dose calibration factors in combination with cal
latedkQ values, are more accurate than a state-of-the-art
tocol based on air-kerma calibrations and using calcula
CQ values based on exactly the same formalism and data
needing an in-air to in-water conversion. The rms deviat
between the measuredkQ values and those calculated usin
sleeve corrections is 0.48% compared to 0.67% for the
respondingCQ values.

Overall, our work has provided numerical data to back
the theoreticalkQ data adopted in the current absorbed do
based protocols for high energy photon beams and
thereby help to assess their accuracy.
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