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The BEAM code is used to simulate nine photon beams from three major manufacturers of medical
linear acceleratorgvarian, Elekta, and Siemengo derive and evaluate estimates for the param-
eters of the electron beam incident on the target, and to study the effects of some mechanical
parameters like target width, primary collimator opening, flattening filter material and density. The
mean energy and the FWHM of the incident electron beam intensity distribaseamed Gauss-

ian and cylindrically symmetrjcare derived by matching calculated percentage depth-dose curves
past the depth of maximum doésithin 1% of maximum doseand off-axis factorgwithin 20 at

1% statistics or legswith measured data from the AAPM RTC TG-46 compilation. The off-axis
factors are found to be very sensitive to the mean energy of the electron beam, the FWHM of its
intensity distribution, its angle of incidence, the dimensions of the upper opening of the primary
collimator, the material of the flattening filter and its density. The off-axis factors are relatively
insensitive to the FWHM of the electron beam energy distribution, its divergence and the lateral
dimensions of the target. The depth-dose curves are sensitive to the electron beam energy, and to its
energy distribution, but they show no sensitivity to the FWHM of the electron beam intensity
distribution. The electron beam incident energy can be estimated within 0.2 MeV when matching
either the measured off-axis factors or the central-axis depth-dose curves when the calculated
uncertainties are about 0.7% at the level. The derived FWHM=*0.1 mn) of the electron beam
intensity distributions all fall within 1 mm of the manufacturer specifications except in one case
where the difference is 1.2 mm. @002 American Association of Physicists in Medicine.
[DOI: 10.1118/1.1446109

[. INTRODUCTION Other techniques have been used to derive photon beam
spectra from depth-dose measureméhtdut now that
Monte Carlo simulations are becoming increasingly useful in
any aspects of radiotherapy, it makes sense to derive the
parameters of the Monte Carlo linac simulations directly
glrsom measurements. To estimate the mean electron energy
incident on the target, in-water dose profiles have been sug-

well.”22 In a recent papét we have demonstrated that Lo
BEAM is capable of matching carefully measured photongeSted as a more sensitive indicator than the depth-dose
2126 The flattening filter design causes the average en-

beam dose distributions very accurately without “tuning” CYrV&: :
linac model parameterisvithin +0.5% of local dose on the ©rdy and consequently the dose at depth to be relatively

central axis including build-up, and generally within 1 mm 'OWer at off-7a>§|ss points. This has been discussed by numer-
for profiles. The advantage of that study was that all dimen-US author$/~*The sensitivity of dose proflles_ as a measure
sions and materials of the linac, as well as the incident elec?f the electron beam parameters, however, is reduced with
tron beam energy and spatial intensity distributions werdlepth since phantom scatter becomes more prevalent. Since
known independently and did not need to be derived fronProfiles are most sensitive to the incident beam characteris-
dose measurements. Furthermore, all the information abodi€s if they are measured in-air and not in a phantom, in-air
the linac could be shared so others could verify the calculaoff-axis factors are used in this study.

tions independently. The situation for radiotherapy linacs is The primary goal of this work is to develop a technique to
not as ideal since linac specifications are sometimes hard ®@gerive best estimates for the energy and intensity distribu-
get, especially due to the proprietary nature of the informations of the incident electron beam and apply this technique
tion. In addition to this, these specifications, although generto nine beams from Varian, Elekta, and Siemens linacs to
ally accurate, may be subject to user misinterpretations, urdemonstrate its viability. This is done by comparing calcu-
documented linac updates and large uncertainties in the moktted and measured values of in-air off-axis factors for large
important parameters needed for the simulation: in particulaffields (defined below and central-axis relative depth-dose
the electron beam energy and intensity distributions. Someurves for 1< 10 cn? fields. In Sec. Il we also use in-air
manufacturers have made praiseworthy efforts to provide, iff-axis factors to study the sensitivity of our linac models to
easily accessible form and in considerable detail, the dataarious parameters, including, but not limited to, variations
needed for Monte Carlo simulatioR$. in the incident electron beam, primary collimator, and flat-

The BEAM code systefis a general purpose EGSdser-
code for the simulation of radiotherapy beams, especiall
those from linear accelerators. The original work by some o
the developers focused mainly on electron beafhisut the
code has been widely used to simulate photon beams
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tening filter specifications. These parameters are not directliron mean energy to match the depth-dose curve. Once this is
derivable from measurements and every effort must be mad®atched, the radius of the incident radial distribution is var-
to specify them as accurately as possible before the onset &fd to get a match with the in-air off-axis factors. If a match
the simulations. cannot be achieved, it may be necessary to re-adjust the
This work assumes the existence of a “generic” linac for mean energy somewhat to achieve agreement with the in-air
each beam simulated, since both the linac specifications areff-axis factors. Once this agreement is satisfactory, it is es-
the measured data used in this work are more or less generigential to verify that the central-axis depth-dose curve is still
However, assuming one has reliable data for both the linagatched adequately since the incident mean energy has been
specifications and the dose measurements for an individughanged.
machine, our method is equally applicable. Most of the Sections Il and Il describe how the off-axis factors and
“measured data” in this paper come from the AAPM's relative depth-dose values are calculated and compared with
TG-46 compilation of average depth-dose and off-axis factomeasurements and what factors they are most sensitive to.
measurements for various numbers of lindcsarge error
bars on a given piece of data indicates substantial variatio
in the values included in the compilation. For ElekRhil- n MATCHING IN-AIR OFF-AXIS FACTORS
ips) machines the da;ta published by Padteal®’ are used A. In-air off-axis factors
?gfjé%u:g;ep;ss'?g’ cct)r:ﬁgiI(Iar(]jC::?aetivteh?jez?kzl-ddgge :jezgtfc\}it The in-air off-axis factor at a distanog from the central
those of Palt¥ past depth of maximum dose and the dat;t]aXIS’ is defined as the ratio of dosg—to—watgr at that point to
agree to better than 0.8% for a0 cnt field. Due to the he dose-to-water on the central axis, at a given S&ally

. . . 100 cm. The in-air off-axis factors are measured with an ion
lack of relative depth-dose data for the Siemens KD machin@, - \ber with a full build-up cap or miniphantom to approxi-
at 18 MV in the TG-48° compilation, careful measurements

. ; 1 : mate charged-particle equilibriug€CPE). By ignoring wall
for this beam, performed by Siemens scienti§s Alf Sio- attenuation and any change in ion chamber response per unit

chi, personal communicatiprare used. In all cases, the rela- y,qe across the field due to variations in beam quality, the
tive depth-dose data are assumed to be measured and cR§y chamber reading can be taken as the in-air off-axis factor.
rected properly according to dosimetry protocols, althoughrg ayoid a separat€CPU-intensivi Monte Carlo simulation
this is not known for certain. For example, accurate measuresf an jon chamber, the off-axis factors are approximated here
ments of the relatlvg depth-lonlzatlon are expected t0 acysing the water-kerma-weighted photon fluedefined be-
count for the effective point of measurement of the ionjgy) In the Monte Carlo calculations the water-kerma-
chamber and the variation of (p)42"* with depth?® weighted photon fluencey() is scored in 15 annular bins,
For matching of the incident electron beam energy andiniformly ranging from 0 to 35 cm. The off-axis factor in the
intensity distribution, one advantage of using in-air off-axisjth radial bin, OAF, is defined as
factors is that they can be calculated fagtes., no phantom
simulation is necessaryand are not sensitive to the exact QAFJ.:ﬁ_ (1)
shape of the electron-beam energy distribution. However, Y1
they are very strongly dependent boththe electron beam  The uncertainties in OAFare assessed by doing the calcu-
energy and radial intensity distributions, so off-axis factorsjations in 20 batchegon 20 machingsand taking the stan-
cannot be used alone. Manufacturers usually specify that thgard rms deviation on the mean. The uncertainty in the cen-
electron-beam radial intensity distribution is Gaussiantral bin is added(in quadraturg to the uncertainty of the
shaped and measurements confirm this on the NRC researsbbsequent bins to account for the effect of normalization of
linac? Therefore, it is the FWHM of the Gaussian that is off-axis factors to the central bin. Consequently the central
varied when the radial intensity distribution of the electronbin is assigned an uncertainty of zero.
beam is adjusted in the simulations. The advantage of com- To avoid binning artifacts, water kerma is calculated by
paring relative depth-dose values is that they are stronglyveighting each photon reaching the scoring plane by the
related to the electron beam energy but not to its radial inproduct of its energy, the mass energy-absorption coefficient
tensity distribution. However, they are also somewhat sensifor water calculated at that energy, and one over the cosine of
tive to the electron-beam energy distribution. We use bothhe angle it makes with the z-axis. The mass energy-
in-air off-axis factors and central-axis depth-dose curves t@bsorption coefficient for water is obtained from linear inter-
lead to a consistent set of estimates for the incident electropolation of data from Hubbell and Seltz&rAssuming the
beam energy and intensity distributions. fluence is constant over the central bin, the content of the
It is an iterative process to determine a consistent set dirst bin, y,, is assigned tx; =0, but for all the other bins
simulation parameteré.e., electron beam energy and radial the x; represent theenterof the jth bin.
distribution of the incident beampFirst, the simulation is run
by starting with the manufacturer’s specifications or sugges- _ . .
tions for these parameters. Assuming that this does not Iea%‘ Computational considerations
to a satisfactory match of the off-axis factors or central-axis The off-axis factor calculations required betweer B
relative depth-dose values, one then adjusts the incident ele25 MV) and 5<10° (4 MV) initial electron histories, to
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obtain better than 1% uncertainty in the first bin(p 20000 electron and positron records at 4 MV, and 5.04
<2.33cm). At 4 MV the linac simulation ran at 4.5 x 10° photon records and 72000 electron and positron
% 10° histories/hour on a 200 MHz Pentium Pro PC. For therecords at 25 MV. The subsequent 20 dose calculations read
25 MV simulation this number was 4<710* histories/hour. @ total of 4<10° (4 MV) and 2<10° (25 MV) entries from

The selective bremsstrahlung splitting paraméfei¥for the  the corresponding phase-space file, recycling the phase-space
off-axis factor simulations are as follows: The maximum files 80-90 times. Due to the enormous cycle leffy the
splitting factor (g is 400, the minimum splitting factor random number generator %), the small number of ran-
(N is 40, and the field radiusR;), needed to calculate dom numbergof the o_rder of thousanaiageded to simulate

the probability of photon emission into the field, is 50. Ad- @ complete photon history and the spatial spread of photon
ditionally, in all of the off-axis factor simulations, Russian Interactions in the phantom, it is acceptable to recycle the

Roulette is played on the electrons and the positrons set iRhaseé-space in this manner. However, if the phase-space
motion by split photons. Russian Roulette eliminates, in ginder-samples the actual underlying physical distributions,

random fashion and on average, all but one of the electron&€N recycling will lead to biased results. For example, if the
or positrons set in motion by split photons of one group,rslpethrum of phhotons |EC|dent on thehphantfom 'Sh m|shsmg
readjusting the weight of the surviving electron or positron to igh-energy photons, then no matter how often the phase-

that of the original electron that created the group of photon§_pace Is recycled, it W?” _not lead to the right dose distribu-
through the splitting routine. tion. Therefore the statistics of the phase-space must be good

The relative depth-dose calculations use the BEAMenough to represent all classes of parti¢es., photons vs
code’sCHAMBER component module since it has an eﬁicientelectrons, or scatter vs dirgcBasically, the statistical uncer-

range rejection technique. The water phantom has a radius éﬁunty one can achieve in the dose calculation cannot be bet-

25 cm, is 50 cm deep and is divided into variable-thickness. than the statistical uncerta?nty in the undgrlying phase-
depth yslices with 2 mm thick slices around the depth o pace. In the phase-space files corresponding to the 10

maximum dose. Dose is calculated in the central region of; 10 en field linac simulations, the uncertainty in the pho-

. . n fluence on the central axim the first radial bin, 6r
the phantom which has a radius of 1 cm. The dose calcula-<2 25cm is around 0.2%. The dose calculation ran at
tions are also processed in parallel and result in 20 separafe ; e

roe : -26x 10’ histories/hour at 4 MV, and 1.K110’ histories/
sets of dose distribution files, where each set consists of up
. . . our at 25 MV.

to 10 dose component files based on ithecH bits assigned

to the corresponding component module. When all the dis-

tributed calculations are finished, the results are combine@. Sensitivity to the mean energy of the e~ beam

into one set ofup to 10 dose component files, but the main

components used in this work are the total dose and thg
I

electron contamination dose. The splitting parameters for al

The off-axis factors are very sensitive to the mean energy
f the electron beam. Hence they are used along with relative
epth-dose data to derive the energy of the electron beam
) fhcident on the target. Manufacturers usually state that their
curves(for a 10<10 cn? field), are Nima=400, Nnin=40, specified energies for the incident electron beams are only
R;=30, and Russian Roulette is switched off, since in thegi,ing points for the Monte Carlo simulations and therefore
case of dose calculations one is interested in good statisticg only recommendations. Additionally, these recommenda-

for both photons and electrons. No photon interaction forcing;yns can be subject to revisioisee Table)l Furthermore
is used. The values of the electrd@BCUT) and the photon  ¢,ning of the linac can change the energy of the electron

(PCUT) transport cutoff energies in all the simulations arepeam incident on the target in a specific machine, and sub-
0.70Q and 0.010 MeV, respectively. Rar_lge rejection is tume‘%equently the user needs to quantify the energy being used.
on with an ESAVE value of 0.7 MeV in the target for all Here, our derived values correspond to those of an “aver-
beams and a value of 1.0 MeV in the rest of the linac for thedgen linac. Figure 1 shows a series of off-axis factor calcu-
4 MV simulations and a value of 2.0 MeV for all the higher- |ations performedfor a Siemens KD 6 MV beajwhen the
energy beams. These cutoffs provide the largest saving ifhcident electron beam energy is varied in steps of 0.1 MeV.
CPU time while preserving an accurate simulation. This isThe value of off-axis factor at 15 cm is selected from the
based on a range-rejection study which showed that thealculations shown in Fig. 1 and plotted against energy of the
amount of bremsstrahlung that was ignored as a result ghcident electron beam, as shown by the inset. The relation-
range-rejection, was less that 0.2% of total fluence. Thiship is linear and the off-axis factor at 15 cm radius for this
study was done by tagging bremsstrahlung photons that akgeam drops as the energy of the beam is increased. The drop
produced anywhere in the linac except in the target. results from a combination dB) the decrease with increas-

The linac simulationgall for 10x 10 cnt fields) ran be-  ing energy in the mass scattering powarmeasure of the
tween 3. 10° histories/hour at 4 MV, and 2.8 angular deflection of the electron per unit mass thickness
X 10* histories/hour at 25 MV. A total of 3:210" and 2  (b) the increased transmission through the central part of the
X 10° electron histories are run for the 4 and 25 MV linac flattening filter due to beam hardening, aieiithe narrowing
simulations, respectively. The total number of particleof the angular distribution of bremsstrahlung photons as the
records in the 20 phase-space filgsd therefore not re- energy of the electron is increased. The combination of these
stricted to the actual fie)ds 4.52< 10° photon records and factors reduces the horns as the energy increases.
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TasLE |. Characteristics of the electron beams used in the photon beams studied in thi€wizrkhe mean

energy of the electron beam incident on the target. Both the distribution of the electron energy and the electron
radial intensity are assumed Gaussian in shape. The energy spread is given at FWHM. In this work both the
off-axis factors and the central-axis relative depth-dose values are used to derive the electron beam mean energy
and the FWHM of its radial intensity distribution. Note that the electron beam energy spread is not derived but
taken as that nominally specified by the manufacturers. The modeled electron beams are incident normal to the
target and have no divergence. The uncertainty of the derived energies is-abdi MeV and that of the

derived FWHM is about:0.01 cm.

Nominal Nominal Nominal Derived
potential E. and spread Derived E, e~ beam e~ beam
Linac MV) MeV MeV FWHM (cm) FWHM (cm)
Varian
Clinac 4 (3%) 3.7 0.1 0.15
low-energy
Vasian 6 (3%) 57 0.1 0.2
i 10 10 (3%) 105 0.1 0.15
o Eagner 15 15 (3%) 14.5 0.1 0.17
£ &y 18 18 (3%) 18.3 0.1 0.11
Elekta 6 6 (17%) 6.3 0.1 0.11
SL25 25 19 (5%) 19.0 0.1 0.10
Slemens 6 5.52 (14%)* 6.8 0.2 0.32
18 12.87 (14%)® 14.7 0.2 0.10

*New revised value by the manufacturer: 6.6 MeV.
"New revised value by the manufacturer: 14.68 MeV.

The energy resolution provided by comparing off-axisapproximately a 0.2 MeV change in the incident electron
factors is about 0.2 MeVsee inset in Fig. lwhen the un-  energy, to see an observable cha@%® or 3 o with 0.7%
certainty in the off-axis factor at each point is about 0.7%statisticg in the off-axis factor for the range of energies stud-
(1 o). This means that, as a rule of thumb, there has to béd here.

I3 7T D. Sensitivity to the energy distribution
128 5, 7 of the e~ beam
1.26 >§112; j As in the case of the electron-beam mean energy and
124 o : ] intensity distribution, manufacturers’ specifications for the
122 7248 electron-beam energy distributideee Table)l can only be
1.2 *v_;ii taken as a first estimate.
&= 118 jg.lz + Since the off-axis factors are very sensitive to the mean
S 116 O ¢ Jt energy of the electron beam, one might expect the actual
'\:/ 114 - Y553 ngé G204 66 width of the energy distribution of the electron beam to be
g 12| & y important too. Figure 2 shows that as the FWHM of the
S g electron-beam energy distributionrfa 6 MV beam of a
a 108 L Siemens KD machine is varied from 0 to 20%, no correlation
S is observed within statistical uncertainties between the off-
"qg 1.06 1 axis factors and the electron beam energy spread. The figure
104 ¢ shows that(for a practically symmetric electron energy dis-
102 ¢ tribution) the effects of multiple scattering and Bremsstrah-
Lr ] lung angular distribution for electrons of energy higher than
098 5 the mean, are compensated by those for electrons with en-
0.96 - - ergy lower than the mean, leaving the final photon distribu-

| s 1 L 1 L 1 L | L { 1 J L | L |

0o 2 4 6 g 10 12 14 16 _t|on similar to that emitted by monoenergetic electrons hav-
ing the mean energy.

However, this can only be true if the electron energy dis-
Fic. 1. An energy sensitivity study at 6 MeV for a Siemens KD machine. t”bUt_mn is fully symmetric and if only f”'.St order e:ﬁe_CtS are
The energy of the incident electron beam is varied from 5.5 to 6.6 MeV inconsidered. In general, due to the nonlinear variation of at-
steps of 0.1 MeV, with an energy spread of 1% at FWHM. The off- aXIStenuat|On and Scatte”ng with energy, some differences

off-axis distance (at 100 cm) /cm

factors at 15 cm are plotted vs the energy of the incident electron beam i
the inset. The data are fit to a straight line of slope0.105 Should be observable. For example, the relative depth-dose

+0.007 MeV %, The filled squares are measured data from TGRef, ~ values show a weak sensitivity to the electron beam energy
36). The derived energy in this case is 6.8 MeV. spread, especially at larger depths.
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off-axis distance (at 100 cm) /cm off-axis distance (at 100 cm) /cm

Fic. 2. Variation of off-axis factors at 6 M6 MeV peak intensity, as the

energy spread of the electron beam incident on the target is varied frorfric. 3. Comparison of the calculated off-axis factors with measurements at
monoenergeti¢thick solid line to 5% (dashed ling 10% (dotted ling, 14% 18 MV for a Varian machine, as the FWHM of the electron beam intensity
(dashed—dotted lingand 20%(thin-solid line energy spread at FWHM. distribution is varied between 0.01 cm and 0.19 cm, in steps of 0.02 cm. The
The inset shows the values of off-axis factor at 15 cm plotted versus thénset shows the off-axis factors at 15 cm vs the FWHM of the radial inten-
FWHM of the energy distribution and the solid line is a fit with a slope of Sity distribution of the electron beam incident on the target. The solid curve
—0.008+0.01: no significant correlation is observed at the 0(2%) level. in the inset shows a quadratic fit to the calculations. The filled squares are
The apparent correlation as a function of off-axis distance is an artifact ofneasured data from TG-4&ef. 36.

normalizing data to the central axis value.

Since these sensitivities are not large enough to be corfion), is primarily determined by those photons which are
clusive, the electron beam energy spread is modelled dgcident on the phantom around the central axis itself.
specified by the manufacturers. For the 18 MV beam of the AS in the case of the electron beam energy, most manu-
Siemens KD machine, the manufacturer suggests that tf@cturers do not provide an accurate description of the elec-
energy distribution is not a Gaussian and instead it is mor&on beam radial intensity distribution. It is generally recom-
like a Lorentzian with a sharper fall off past the peak. Thismended that the electron beam intensity distribution be taken
energy distribution is approximated by adjoining two half- @s Gaussian with a FWHM of around 0.1 ¢see Table )l
Gaussian distributions with the FWHM of the low-energy Figure 3 showgfor the 18 MV beam of a Varian linaca
side taken as 14%of the electron energy distribution peak series of calculated off-axis factors for a series of Gaussian
and that of the high-energy side taken to be 3%. Mode“ngelectron beams with the FWHM of the beam’s radial inten-
this asymmetrical energy distribution results in a differencesity distributions varied from 0.01 cm to 0.19 cm in steps of
in the calculated off-axis factors at 15 cm off axis of about0-02 cm. To quantify the dependence of off-axis factors on

2% as indicated by the dotted line in the Siemens KD 18 Mvthe FWHM of the intensity distribution of the electron beam,
panel of Fig. 8 which is presented below. the values of off-axis factor at 15 cm are plotted versus

FWHM and displayed by the inset in Fig. 3 which shows that
the off-axis factor drops quadratically with increasing

E. Sensitivity to the radial intensity distribution FWHM of the electron-beam radial intensity distribution.

of the e~ beam

The electron-beam radial intensity distribution influences
the off-axis factors to a great extent. Generally speaking, th
larger the width of the electron-beam radial intensity distri-
bution, the relatively more intense the photon beam on the Since the electron beam radial intensity distribution has
central axis. The central-axis relative depth-dose values, oan important effect on the off-axis factors, one would expect
the other hand, are quite insensitive to such variations in théhe electron beam divergence to play a role also. The diver-
electron beam intensity distribution, because the shape of thgence of the electron beam is initially modeled as a smoothly
central-axis relative depth-dodggnoring thee™ contamina-  varying function of the radial position of the electron with

E. Sensitivity to the divergence of the e~ beam
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respect to the central axis and it is specified at half-width at

half maximum of the electron radial intensity distribution. 106 pr——r
To study the effect of divergence on the off-axis factors, [ ]
for an electron beam with an intensity distribution FWHM of 1.05 I

0.1 cm, the divergence is varied from none to an angle of 1°
(corresponding to being aimed nearly 2 cm off-axis at 100
cm). The divergence is quoted here at a radius of 0.05 cm
from the axis of symmetry of the electron beam. Up to a ~ i
divergence of 0.5°, and at 0.3% statistics level, no differences 1.03
in the calculated off-axis factors is observed. When the di-E “
vergence is set to 1°, the off-axis factor at 15 cm radius &
decreases by close to 1% for an 18 MV beam. The brems-'g
strahlung emitted by a more divergent electron beam is%; i
blocked more efficiently by the primary collimator, reducing '5 1.01 ¢
the amount of scatter that reaches off-axis points and theregx I
fore could explain the behavior of off-axis factor when the © 10 /
divergence is increased.

Depth—dose curves have been shown to be insensitive to
divergence of even 5° at half-width at half maximyf05 0.99 1
cm) of the electron beam intensity distribution, for 1% sta- I ]
tiStiCS(lO’). 0.98 P N H R NS S I S BRI I

The divergence of the electron beam incident on the targe 0 2 4-6 8 10 12 14 16
is ignored in this work, since there is no reliable estimate off-axis distance (at 100 cm) /cm
provided by the manufacturers and since credible diver-

gences of up to 0.5° show no observable effect. FIG: 4 The sensmvny of off-axis factors _for an 18 M_V Varian _beam to a
variation of 0.01 cm in the upstream radius of the primary collimator. The

off-axis factors are calculated for the following selections of the upstream

G. Sensitivity to the upstream opening radius of the primary collimator; 0.226 cidotted ling, 0.236 cm(solid
of the primary collimator line), and 0.246 cnidashed ling The electron beam is modeled as a pencil
beam of radius 1 mm. The filled squares are measured data from TG-46

The primary collimator is one of the components of the(Ref. 36.
linac with a potential to influence off-axis factors. The details
of the geometry of the primary collimator are much better
known (and specified by the manufacturethan, for ex-

??(frl:foige tﬁfdrri(r):a?egg?lis:;;?y :Q:q;?:e?;'%&:It(gwggzlattening filter. Since the density and therefore the material
' P y 9 y of the flattening filter strongly influences the off-axis factors,

parameter in the simulations, and is only varied to show the . .
. . e a comparison of the calculations to measured data excluded
size of its effect. This influence mostly occurs at the up-

stream opening of the primary collimator where the openin he possibility of the fI:_;\tte_ning ﬁlter being made of COPpEr.
restricts the fluence of bremsstrahlung photons originating’PO" further communication with the manufacturer it be-
from the target that could contribute to the scattered photoff@Me clear that the flattening filter was made of tungsten and
fluence reaching off-axis points further downstream. For exthat the machine drawing was in error. As an example, if the
ample, opening(or closing the primary collimator's up- flattening filter is simulated as if made of Cu, Pb or W, the
stream opening by 0.01 cifi.e., by changing the opening Off-axis factor at 15 cm, calculated with the Cu-flattening
angle for an opening radius of 0.246 cm and an electrorfilter (p=8.9 g/cnt) is 50% lower than that calculated as-
beam radiugpencil beam of 0.1 cm, results in a 1% in- suming a W-flattening filter {/=19.3 g/cn), and the corre-
creasgor decreasein the value of off-axis factor at 15 cm, sponding value using a Pb-flattening filter p (

in an 18 MV photon beam of a Varian lindsee Fig. 4. =11.34 g/cm) is 33% lower(see Fig. 5 showing results for

Therefore, the exact opening of the primary collimatora 15 MV bean.
must be known to better than 0.01 cm when matching off-  This sensitivity is primarily due to differences in the den-

1.04 |

1.02 |

axis factors. sity. Even a flattening filter of a certain material can have

different densities depending on the manufacturing process
H. Sensitivity to material and density used. For example, the density of different types of pure W
of the flattening filter varies by more than 1 g/chand if the density of the

The manufacturers provide very precise dimensions of th¥V-flattening filter is decreased by 1 g/énthe calculated
flattening filter. However, our own experience showed probOff-axis factor decreases by 6% at 15 cm radisese Fig. 6
lems with the initial specifications of the material and thewhich shows results for the 15 MV beam of a Varian linac
density of the flattening filter. For example, for one machine Therefore, any attempt to match off-axis factors must use
the machine drawing specified copper as the material of thaccurate material densities, especially for the flattening filter.
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line), Pb with a density of 11.34 g/chfdashed ling and W with a density TG-46 (Ref. 36
of 19.30 g/cm (dotted ling. The filled squares are measured data. I

L . In an 18 MV calculation where the primary collimator open-
I. Sensitivity to the angle of incidence . . .
of the electron beam ing has a radius of 1.75 cm at a distance qf 1.6 cm below the
target face, we found that for a target width of 4 mm the
If the angle of a parallel beam of electrons incident fromoff-axis factor was 8% low at 8 cm off-axis although for
vacuum is changed from 0.0° to 0.&orresponding to being target widths of 1 cm or greater there were no statistically
aimed 0.9 cm off-axis at 100 omthe entire shape of the sjgnificant differences. Therefore, the target dimensions are
off-axis factor plot is changetsee Fig. 7 which shows re- not important as long as the target width is much larger than
sults for the 18 MV beam of a Varian linacCompared to  the lateral spread of electrons in the target or the radius of the
normal incidence, the off-axis factors in the oblique case argpstream opening of the primary collimator. In the latter
higher by more than 1%, up to a radius of about 12 cm, butase, if the target's width is made too small, one misses
lower by about 4% at 15 cm. scattered photons from within it and the calculated off-axis
Figure 7, however, does not represent the variation ofactors are reduced substantially.
measured off-axis factors, if the angle of incidence of the
electron beam is changed in reality. The reason is that th
calculated off-axis factors assume cylindrical symmetry an
are scored in concentric annular regions around the central For all the beams studied here, Fig. 8 shows a comparison
axis of the linac to improve statistics. The goal of this part ofbetween the measurements and the off-axis factors calculated
the sensitivity study is just to show that off-axis factors, evenusing the parameters specified in Table I. The calculated off-
the way they are calculated in this work, are very sensitive t@xis factors, for all beams studied, match those compiled by
the angle of incidence of the electron beam on the target. ITG-463 within uncertaintieg 2o level). The calculated sta-
practice the assumption of normal incidence is a sound ondistical uncertainties are typically 0.7%, at therlevel. The
since non-normal incidence would strongly affect beam flat-uncertainties of the measured off-axis factors vary dramati-
ness and symmetry. cally, since the number and variation in the data sets used in
the TG-46° report varies for different beams.
3. Sensitivity to the lateral dimensions of the target _ The dashed Iines_ _in Fig. 8 show calculations done assum-
' ing the values specified by the manufacturers for the electron
Some manufacturers indicate that the target’s lateral dibeam intensity distribution as shown in Table I. The addi-
mensions should have no observable effect on the simulaional dotted line in the Siemens KD 18 MV beam, repre-
tions. Calculations are done for square targets with lateradents calculations done assuming a FWHM of 14% for the
width values of 20 cm, 3.2 cm, 2.0 cm, 1.0 cm, and 0.4 cmenergy distribution of the electron beam incident on the tar-

. Off-axis factors for all the beams studied
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of the electron beam on the target for an 18 MV Varian machine Normaf’ox 40 cnt for the linacs studied in this work. Because of the normalization
incidence(solid line), incidence at 0.5° to normédlashed ling The eleétron at the center, the error estimate corresponding to the central bin is accounted

beam used in this model is assumed to be monoenergetic with an energy Eqr in the rest of the bins. The solid lines use the parameters derived for the
18.6 MeV and a pencil beam with a radius of 1 mm. The filled squares ar orresponding electron beams as presented in Table |. The dashed lines use
. ’ he nominal FWHM for the electron intensity distribution as specified by the

measured data from TG-4Ref. 36. ) . ) ' ;
manufacturer, but using our derived mean energies as used in the calculation
of the solid lines. The dotted line in the Siemens KD 18 MV panel repre-

o . ] sents calculations assuming a Gaussian energy distrib@ivgh a 14%
get, as opposed to the solid line in the same panel which IBWHM) for the electron beam incident on the target.

calculated using an asymmetric energy distribution as dis-
cussed in Sec. 11 D.

tive depth-dose curve, provided the uncertainty in dose at

IIl. MATCHING CENTRAL-AXIS DEPTH-DOSE each point is about 0.794 o) or better. If the agreement in
DISTRIBUTIONS the region past depth of maximum dose is worse than 2%

As discussed before, matching off-axis factors alone doegocal dosg, then the energy of the electron beam is varied
not lead to a uniquely specified beam energy, since in addHntil @ match with the relative depth-dose values is obtained
tion to the electron beam energy, the electron beam intensitgnd then the off-axis factors are matched, mainly by adjust-
distribution incident on the target also influences the off-axigng the radial intensity distribution of the electron beam
factors(see Table )l Therefore more weight is given here to Within a reasonable range.
the determination of the electron beam energy obtained Figure 9 shows the relative difference between the calcu-
through matching of the central-axis depth-dose distribulated depth-dose distributiond0x 10 cn? fields) and the
tions. measurements for all the beams studied in this work. When

Starting with the nominal radial distribution parameterscomparing the simulations with the measurements, all data
the central-axis depth-dose curve is calculated for a 1@re normalized to the value of dose at 10 cm depth
x 10 cn? field. The calculated values are then compareddd(10)), which is obtained from a fourth order polynomial
with the corresponding measurements compiled by TG%46. fit to the fall-off region of the depth-dose curve on the central
If the calculated central-axis relative depth-dose values agre@Xis (2 cm past depth of maximum dose down to a depth of
with measurements to better than 1.5% of local dose, fopbout 21 cm One could normalize the curves to maximum
calculated uncertainties of 0.7% or less, then “a match” isdose, but due to the relatively large statistical noise around
found (see Fig. 9. The use of local dose difference instead of depth of maximum dose, that method is not adopted in this
dose difference normalized to maximum dose, is a more sefWork. The calculated depth-dose values are not converted to
sitive measure of dose difference in the build-up region andlepth-ionization, since the measured data are reported as
especially at deeper depths. Using this method, variations itdose,” and the variation of I/p)%2®" with depth makes
the energy of the electron beam of about 0.2 MeV produc®nly a small change in the shape of the depth-dose cirve.
observabldg3c) changes in the shape of the central-axis rela-To provide a more sensitive comparison of calculated and
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Fic. 9. Comparison of calculated and measuredd#alues as local dose- FiG. 10. Sensitivity of the calculated @@ values to the mean energy and
difference plots for all the commercial linacs studied in this work. The the shape of the energy spectrum of the incident electrons on the target, for
values below the beam names are the peak intensity electron energy, ttiee 18 MV beam of the Siemens KD machine. The two panels on the
FWHM of the Gaussian energy distribution as a percentage of the peakight-hand side show calculations assuming an asymmetric width for the
intensity energy and the FWHM of the radial intensity distribution of the electron energy spectrum, as suggested by the manufacturer. The assumed
electron beam incident on the target, respectively. All measured data aleWHM=14%3% means an asymmetric Gaussian with 14% FWHM on the
from compilations of TG-46Ref. 36, except the two Elekta beams that LHS of the peak and 3% FWHM on the RHS of the peak.

are from Palta(Ref. 37 (since they include the build-up regipand the
Siemens 18 MV beam which is provided by Siemens AQGr, Alf Siochi,
personal communicatignWhere no measured data were available the size

of the error bars is set to zero. The field size i<I® cn? for all beams. fect the depth-dose distribution in the bwld-up region by as

much as 1.5%.

measured depth-dose values, local-dose difference plots (% DISCUSSION
shown in Fig. 9 are used. Table | summarizes the parameters found for the nine
The agreement in the build-up region, for those beams fobeams studied here. These are hard to compare to previous
which measured data in this region were available, has natiork since each study uses a different set of measured data
been as good as the fall-off region of the relative depth-dosas a starting point. Nonetheless, several general observations
curve. No special attempt is made to improve the agreemerman be made.
in the build-up region, since the conditions under which the The first comment concerns the incident energies that we
measurements, compiled by TG-#bwere performede.g.,  assigned for the Siemens machines. These differed substan-
whether or not they were corrected for the effective point oftially from the manufacturer’s original nominal values. After
measurementare not exactly known. As shown elsewhere, considerable discussion by ourselves and others modeling
the correction for the effective point of measurement makeshese machine¥;?2it was found that Siemens had been pro-

a critical difference in the build-up region, when normaliza-viding the energy of the electrons incident on the target
tion is at a depth past depth of maximum dé3e. whereas modelers use the energy coming out of the accelera-
The availability of accurate measurements for the 18 MVtor vacuum. Faddegoet al. have demonstrated the sensitiv-

beam of the Siemens KD machine made it possible to investy of the field flatness at 6 MV to both of the main param-
tigate the effects of the details of the electron beam energgters discussed here but they did not assign a final set of
distribution on the central-axis depth-dose distribution. Fig-parameterd? Francescoret al. did the same and reported
ure 10 displays the effect of modeling the asymmetry in theenergies of 5.9 to 6.2 MeV and a beam radius of 1.1 7im.
electron beam energy distributidas suggested by the manu-  The Peregrine group has adopted a procedure which uses
facture), in comparison to the effect on the resulting depth—a fixed beam radius and adjusts the beam energy to match
dose curves of changing the electron beam mean energy lose profiles at 10 cm depthAs a result, they assigned an
0.68 MeV. As seen by the two bottom panels, modeling theancident energy of 6.2 MeV for the Varian 6 MV beam com-
asymmetry in the electron beam energy distribution can afpared to our value of 5.7 MeV. However, they use a nominal
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incident beam radius of 1 mm whereas we found a value of The divergence of the electron beam incident on the target
2.0=0.1 mm. Figure Xfor a 6 MV Siemens beajrsuggests in commercial linacs is ignored in the simulations because it
that if we use 6.2 MeV instead of 5.7 MeV, then the in-airwas shown to have little effeét,it is not specified by the
off-axis ratio would decrease by 5%. Figurgahd our less  manufacturers and there is no practical method known to us
rigorous sensitivity study at 6 MV, not presented Neeg- g derive it from dose measurements.

gest that if we used a beam radius of 1 mm instead of 2 mm, gjnce, as expected, the calculations are very sensitive to
the off-axis ratio would increase substantialglbeit, based e gensity of the flattening filter, it is important to get accu-

on calcylatlons fo_r an 18 MV begmThus, by.not adjusting rate values of this quantity from the manufacturers, espe-
the radius of the incident beam, the Peregrine group has as-

signed an incident energy which differs from ours by 9%. At8Ia||y fo-r materials for which the density is known to vary

. ; . depending on how it was manufactured.

18 MV we found that the beam radius for the Varian machine The off-axis fact h o b itive to th
was very close to the nominal beam radius of 1 mm which € ofi-axis tactors are shown 1o be very sensitive 1o the

was also used by the Peregrine group. As a result our inclimary collimator upstream opening, as well as the flatten-
dent energy of 18.3 MeV is very close to the{i8.5 MeV). ing filter material and density, as expected. It is only possible

Several other studies have reported incident energie @ limited extent, to check for variations in the density of
which tend to be higher than ours for the Varian machinegnaterials using the methods presented here, therefore, it is
(e.g., Liuet al, 6.5 MeV for a Varian 6 MV bearhand Fix = recommended that the density of the flattening filter be
et al, 6.05 MeV for the same bedM but they provide little ~ known to better than 0.1 g/cinto match off-axis factors
information about radial distributions of the incident beams.accurately.

It remains to be seen how important these differences are The calculated in-air off-axis factors, for all beams stud-
in clinical practice. Nonetheless, we believe that the proceied, match those compiled by TG-4within statistical un-
dure we have developed provides a consistent approaertainties(at the 2o level). The calculated and measured
which accounts for our lack of detailed knowledge of two depth-dose data agree within 1.5tcal dose, for 0.7% (1

critical parameters of the incident electron beam. o leve)) statistics, at all depths past depth of maximum dose
for all beams. The local-dose difference method used in this
V. SUMMARY AND CONCLUSIONS work (see Fig. 9 enhances the sensitivity of a relative depth-

The BEAM q hich iz q dose comparison appreciably. Using this method, the mean
€ code, which ~was optimiz an energy of the electron beam can be determined with a reso-

b.enchma}rke%f'prewously, Is used to S|mulgte nine COMMET™ |, ion of about 0.2 MeV when the uncertainty in dose at each
cial medical linac beams from three major manufacturers. .~ .
oint is about 0.7%1 o).

The linac simulations are performed using specifications repp = f the nine b he derived |
resenting “generic” linacs. The corresponding measurements or tWO of the nine beams, the derived mean eegtron
are also generic in the sense that they are obtained by avefl€rgy incident on the target were about 5% and 15% differ-

aging data from different centres for the same beam. ent from that originally specified by the manufacturer, but
To estimate the incident electron beam energy and interfater the manufacturer revised the values and the new revised
sity distribution, calculated off-axis factors and central-axisvalues are in agreement with our findings to 3% and 0%,
depth-dose curves are compared with measurements for eatg¢spectively. For all the other beams the difference is less
beam. The comparison with central-axis depth-dose data ihan 5%. The electron energy spread is taken as a Gaussian
used to specify the incident-electron mean-energy and showdistribution with a FWHM based on manufacturers’ data,
the sensitivity to its width. The in-air off-axis factors are thensince neither the off-axis factors nor the relative depth-dose
used to derive the FWHM of the electron beam intensityvalues provide a sensitive enough tool to confidently derive
distribution. The electron beam radial intensity distributionthjs parameter. However, the 18 MV beam of the KD
(or its FWHM) influences the off-axis factors to a great ex- machine was the only beam specified by the manufacturer
tent. As the FWHM of the intensity distribution increasesiq have an asymmetric energy distribution with a sharper

from zero to a few millimetres, the relative intensity of the fall-off past the average energy, and therefore provided the

photon beam on the central axis increases by a few percerBpportunity to investigate the effect of the shape of the elec-

The central-axis relative depth-dose values, on the other = . e :
o e o : ron intensity distribution on the final depth dose cufsee
hand, are quite insensitive to such variations in the electror&ig 10

beam intensity distribution. Th q id dure for d . h
No correlation is observed between the off-axis factors IS study provides a procedure for determining the two

and the FWHM of an assumed Gaussian energy spread f&:ost_ impo_rtant but often _poorly specified_parameters needed
the electron beam. The relative depth-dose values show sorfi¢/ Simulating photon radiotherapy beafviz. the mean en-
sensitivity to the electron beam energy spread, especially &9y and the FWHM of the intensity distribution of the inci-
larger depths. However the dependence is weak and therfent electron beamWe have shown that it is possible to
fore we use the widths supplied by the manufacturers. Théerive such parameters for generic machines but our method
derived FWHM of the electron radial intensity distributions is equally applicable to individual machines, provided one
are usually larger than those specified by the manufacturefsas access to accurate dose measurements and information
(see Table)l about the individual linac head.
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