Correcting for electron contamination at dose maximum in photon beams
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Data are presented to allow the photon beam quality specifier being used in the new AAPM TG-51
protocol, %dd(10),, to be extracted from depth-dose data measureld avit mmlead foil either

50 cm or 30 cm from the phantom surfaced®§10), is the photon component of the percentage
depth dose at 10 cm depth for ax200 cnt field on the surface of a phantom at an SSD of 100 cm.
The purpose of the foil is to remove the unknown electron contamination from the accelerator head.
Monte Carlo calculations are dong@) to show these electrons are reduced to a negligible 1€vel;

to calculate the amount of electron contamination from the lead foil at the depth of dose maximum;
and (c) to calculate the effect of beam hardening oml@10). The analysis extends the earlier
work of Li and Roger§Med. Phys.21, 791-798(1994] which only provided data for the foil at

50 cm. An error in the earlier Monte Carlo simulations is reported and a more convenient method
of analyzing and using the data is presented. It is shown that 20% variations in the foil thickness
have a negligible effect on the calculated correctiofi§0094-24069)01104-9
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[. INTRODUCTION machine to machine, and that the calculated amount of elec-
tron contamination from the lead foil could be accurately
In the AAPM’'s TG-51 protocol for photon and electron predicted from the measureddd(10)p,. However, the data
beam dosimetry® the beam-quality specifier for photon presented for extracting 8l(10), from %dd(10)p, were
beams is %dd(10),, the photon component of the percent- for the lead foil placed roughly 50 cm from the phantom
age depth-dose at 10 cm depth for a field size 0k10cn?  surface. This distance was achievable for most accelerators
on the surface of a phantom at an SSD of 100 cm. Thén 1992/93, but as pointed out above, this is no longer the
advantage of this specifier over the previously US&R.Jis  case, especially for machines with tertiary MLCs. Thus the
that variations in ion chamber response per unit absorbedriginal purpose of the work reported here was to extend the
dose are much less using this specifighe disadvantage is earlier work to the casef@ 1 mmlead foil placed 30 cm
that one must account for the electron contamination whictabove the phantom surface when beam quality is being de-
can affect the dose at the depth of dose maximum and heneermined for the open beam. In the process of doing this, a
affect %dd(10),. The problem is that this electron contami- mistake was discovered in the previous calculations for the
nation is machine dependent. There is a general estimate @il at 50 cm. The electron contamination from the lead foil
this contamination which is thought to be good to within 2%was underestimated in the original paper.
of dose maximunt:® This 2% uncertainty in %d(10), leads The present paper reports corrected values for extracting
to a 0.4% uncertainty in the dose assigned using the newodd(10), for the open beam from the value ofcdd(10)p,
protocol because the value of the quality conversion factonneasured wit a 1 mmlead foil placed at either 30 cm or 50
Kq, varies by about 0.2% per change ind@{10), of 1%  cm from the phantom surface.
(e.g., 76%—75% Some might consider this marginally ac-
ceptable, except that the global fit is based on data available
in 1991/1992. At that time there were few multi-leaf colli-
matorS(MLCS) being used and when an MLC is added to a” CALCULATIONS AND QUANTITIES
machine it may substantially decrease the distance betweghr |NTEREST
the accelerator and the phantom and thereby increase the
electron contamination considerably. Hence the global fit The Beam codé€ is used for most of the Monte Carlo
may not be relevant to these newer machines. calculations done for this workeeAm is a general purpose
To take into account the effects of electron contaminatiores4 user-cod® which is designed to simulate accelerator
to better than 2%, Li and Rogérgproposed a method beams efficiently. However, in this application the actual ac-
wherely a 1 mmlead foil is placed just below the accelerator celerator beams are not modeled but rather a standard set of
head and one measuresd¥{10)p;,, the percentage depth- photon beam spectra are used as described previdsly.
dose at 10 cm with the foil in place. The earlier paper dem-Also, simple electron spectra are used as inputs to some cal-
onstrated that the foil effectively removed all electron con-culations. The advantage of usiBgAam is that it can calcu-
tamination from the accelerator head, which is variable fromate central-axis depth-dose curves efficiently because of the
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sophisticated range rejection techniques appleeEAm also  tamination does not affect the depth of dose maximum in the
has a built-in facility for separately keeping track of the filtered beam, therﬁe=fga'°. If the electron contamination at
doses from photons and electrons incident on the phantort0 cm is negligible, f$°=1/(1-D¢,_/D! )~1+D¢ ./
after passing through the foil. It is this aspect of the previousD}fj;X. Note that the statistical precision of this calculation is
calculations which were in error due to a logic fault in the high because it is not directly dependent on the precision of
algorithm to assign the dose components. the calculated total dose, only the precision of the electron

In the calculations, electrons are tracked down to 700 ke\tontamination dose as a fraction of the total dose. The pre-
total energy. In the depth-dose curves, dose is scored in cikious work reported a linear relationship between
cular regions of radius 1.5 cm and depth bins of 2 mm aré@6dd(10)p, and f. for values of %d(10)p,>70%. This
used near the dose maximum to ensure the depth of doseas used as the first step in a two step process wheigby
maximum is determined accurately since the electron coneorrected %ld(10)p, to %dd(10), p,. The second step was
tamination changes rapidly with depth. Larger depth figs  to note that for clinical spectra, on average, the filter caused
to 2 cm) are used around 10 cm depth to improve the statisa 0.15% increase in #%d(10), and this was used to deter-
tics. At dose maximum, statistical uncertainty is kept wellmine %dd(10), from %dd(10)y pp.
below 0.5% in order to specify the depth of dose maximum In the present analysis three new quantitfgs, A g and
accurately. This requires up to 100 million photon histories.A, are defined as:

Several different quantities are calculated.

In one set of runs, the relative dose is calculated for elec- ¢/ _ %dd(10) &)
tron beams passing either through just 50 cm of air or 50 cm © %dd(10)py,
of air with a 1 mmlead sheet 30 or 50 cm from the phantom
surface. The purpose of this calculation is to establish how Dx,pl{dﬁb
effectively the 1 mm lead foil removes the electron contami- Ashiﬁzm* @
nation from the accelerator head. The dose is scored as a X P Fmax
function of depth in the phantom for initial beams of elec-and
trons which are used to represent worst case situatians

0,
estimate of the electron spectrum in a 50 MV beam as de- Aﬁlter:%, (5)
scribed earlierand crude estimates of the electron spectrum %dd(10),
2?;%?3% NRC calculations of Varian 18 and 24 MV accel'whererypb(d) is the dose at deptti in the photon compo-

nent of the filtered beam. The quantifye, iS a correction

A ) %o f< 1t accounts for the shift i, caused by the elec-
the electron contamination generated by different phOtc)rfron contamination, especially when the lead foil is 30 cm

beams passing throbigi 1 mmiead foil. The various photon from the phantom surface. At the 50 cm position, the previ-

spectra start from a point source, 100 cm from the Walteh s paper reported that the effect of the shift was negligible
phantom, incident on a 010 cnt field at the phantom sur- bap P glig

M, . X ! . and hencd .= . However, ifd..., does shift between the
face. The lead foil is included in the simulation at either 30 e e WEVET, 1MCmax !

- total depth-dose curve and the depth-dose curve for just the
or 50 cm from the phantom surface. Air is present out to 50 P P :

: X hotons, then:
cm from the phantom in all cases. In these calculations thg
total dose and the dose from the electron contaminants en- fe=fS¥A 4. (6)

tering the phantom are scored. These data gizitA0)e, The present results confirm that,,; is negligible for the

and the electron contamination at the depth of dose maXie, 4 foil at 50 cm(>0.998 but that it can be as much as 1%
ﬂn:]lérg gmaﬁaigg ?t 1%3:“::()?}?/2&;2}3 dp(rle(\)/)lousv\?ﬁgﬁrdiﬁ: less than unity for the foil at 30 cm. The uncertaintyAig,

9 Yile, . /Pby T is hard to assess because of the correlated nature of the quan-
cludes electron contamination generated in the filter and thﬁties involved. It is estimated to be 0.2%
air past the filter, into %d.(lo)x'Pb’ which Is for just the The factor.Aﬁ,ter quantifies the effécts. of photon beam
photon component of the filtered beam, i.e.,: hardening by the lead filter which generally increases

The purpose of another set of calculations is to determin

%dd(10) %dd(10), slightly. The quantityf, converts the percentage
fez—X’Pb. (1)  depth dose measured with the lead filter in place, to the value
%dd(10)pp of %dd(10), in the open beam. Operationally/, is deter-
The value off, was calculated as: mined as:
Ashift |
1—(D$y/DY) fl=——fc (7
fee= 2 © Ater

e tot '’
1~ (Dma/ Dma wheref$Cis determined as aboV&q. (2)], A is deduced
whereD$, and Dy, are the doses due to contaminant elec-from the calculated photon component of the depth-dose
trons at 10 cm depth and at the maximum depth forttit@l  curve with the filter in place, and g, is determined as
dose,dmay, While DI andD©L, are the total doses at 10 cm follows in separate, high precision calculations using the

depth andd,,,, respectively. As long as the electron con- code bbspr*® which calculates %d(10), for an arbitrary
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spectrum. For a given accelerator spectrum, the filtered spec: 106 F™ 6 Mohan spectra | ' " RE
trum at the phantom surface after passing thfroagl mm o lead meas

lead foil at 30 or 50 cm from the phantom is determinedina _105F ¢ NRC stds
separateEGs4 calculation’ The DDSPR code is then used to AMMS50

determine %1d(10), for both the filtered and unfiltered 1.04 f——- fit 50 cm open symbols
spectra and\ ., determined from Eq(5). — fit 30 cm filled symbols

The advantage of using this proced(iEs. (7)] to deter-
mine f/ is that it has a high statistical precisigr:0.2%,
whereas the values determined using &j.and the Monte
Carlo calculated values of ég(10), and %dd(10)p, have a
total uncertainty of well over 0.5%.

The codeDDsPR uses a simple 17 correction to deter-
mine the values of %d(10), at a finite SSD for values '
calculated for parallel beams. This is an approximatidh.

Nonetheless, the differences indid(10), between the fil- 0995 55 70 75 80 35 %
tered and unfiltered spectra are expected to be calculatec %dd(10),,
accurately bybbspr

1.03 |

1.02

1.01

' = %dd(10), / %dd(10),,

Fic. 1. Individual and fitted values df, vs %dd(10)p, for a 1 mmthick
lead foil at either 30 cnffilled symbols, solid lingor 50 cm(open symbols,
dashed ling f. is the ratio of %d(10), to %dd(10)pp,.

[ll. RESULTS B. Values of f,

A. Effects of lead filter on accelerator electrons The effect of the logic error in the earlier calculatiéis

With the corrected calculations, the first issue is whether &0t &s dramatic when considering the electron contamination
1 mm lead foil adequately reduces the dose caused by tHgenerated by photon beams passing thhoagl mmlead
electron contamination from the accelerator head. In Fig. 30il. Nonetheless the values &f increase, typically by 0.5%,
of Li and Rogerd, the surface dose from an electron spec-and in the worst case by 1% for those beams with high
trum representative of a 50 MV beam from a racetrack mi-€nough energy to generate 2% electron contamination at
crotron was reduced to 1% of the open-beam surface dose iﬂrnax-
a 1 mm lead foil at 50 cm from a water phantom. The same Figure 1 presents a plot of the new quantity vs
calculations with theeam code only predicts a reduction of %dd(10)p; for a variety of photon spectra. The valuesfof
the dose to 2.9%. For a 24 MeV monoenergetic electroflisplay less fluctuation than a similar plot df, vs
beam the reduction goes from the previous value of 4% t&0dd(10)p, (not shown. Several things are clear. Firdt,,
10%. These are extreme cases. For more realistic worépe correction needed to go fromdd(10)p, to %dd(10)y,
cases, namely for electron spectra typical of an 18 or 24 MVS given by a simple straight line fit to the data in each case:
machine, the lead foil reduces the dose on the surface to 1%§-, the amount of electron contamination from the lead foil
of the open-beam dose value. If the 1 mm lead foil is only 30can be easily predicted and is independent of the details
cm from the phantom surface, the angular scattering is not a&out the spectrum other thand#(10)s,. The second ob-
effective at removing the electrons from the beam and thé&ervation is that, as expected, for the foil 30 cm from the
surface dose is only reduced to 3% of the open-beam ele@hantom surface, the contamination is significantly higher.
tron dose for the electrons in the 18 and 24 MV beams and to The values off, shown by the straight line least square
7% for the MM50 50 MV electron spectrum. fits in Fig. 1 are given by:

. Furthermore, the sitl_Jation is somewhat worse if one con- f/=0.8116+ 0.00264%ld(10)py,

siders the dose reduction at the depth corresponding to the
depth of dose maximum. For example, for the 24 MV elec- [foil at 30 cm,%dd(10)p,=71%] (8)
tron spectrum the dose d,,is only reduced to 4% or 1.5%
of the open-beam dose for the foil at 30 and 50 cm, respec-
tively. f,=0.8905+ 0.00150%l d( 10) pp,

With all of that said, these calculations still show that the .
lead foil reduces the electron combination from the accelera- [foil at 50 cm, %dld(10)pr=73%]. ©)
tors to negligible levels. Consider a worst case scenario in akRor values of %d(10)p, less than the respective thresholds,
accelerator photon beam where the electron contamination &f=1.0.
dmax is 4% of the maximum dose. If the 1 mm lead foil at 30  If we use these fits rather than the individual data, the
cm reduces this to 4% of its open field value, that correworse case is that, is wrong by 0.5% which means the
sponds to an electron contamination from the acceleratomeasured value of #@d(10), is wrong by 0.5%. This leads
generated electrons of 0.16% of dose maximum and correée a 0.1% error in the dose assigned usingkheormalism
spondingly less in other cases. of the TG-51 protocof.
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The figure shows that for #d(10)p,, values up to 73%, tron contamination from the lead foil, although the effect is
fo values are 1.00, i.e., éd(10),=%dd(10)p,. Since pho- only significant when the foil is 30 cm from the phantom.
ton beams of 10 MV tend to haved€(10), values of 70%—  This parameter is also more easily used since it directly re-
73%, this means %d(10),= %dd(10)p;, for beams with en- lates the measured quantity,dd(10)s,, to the quantity of
ergies of 10 MV or less. The issue arises, should the lead foihterest, %d(10), . It is shown thaf is accurately given in
measurements be done for 10 MV beams or can one ugerms of the measured quantity®®(10)p, and hence the
%dd(10),=%dd(10), where %ld(10) is measured in the overall equations for %d(10), are:
open beam? In the 10 MV beams the electron contamination _
from the lead is between 0.4% and 1.0%, but this is offset by %dd(10),=[0.8116+ 0.00264%d(10)py]%d d(10)pp
the photon filtering effects to a large extent. However, if one [foil at 30 cm,%dd(10)py=71%] (10
uses %d(10),=%dd(10) andassumes that electron con-

s : and
tamination from the accelerators is roughly the same as from
the lead foils(i.e., up to 1%, then the error in the dose %dd(10),=[0.8905+ 0.00150% d(10)p,]%0d d(10) p,
assigned is up to 0.2%. The error is more if the electron .
contamination from the accelerators is greater, as is likely [foil at 50 cm,%dd(10)py=73%] (1D
with tertiary MLCs since they are closer to the phantom.and for %dd(10)p, below 71% or 73%, respectivelg.e.,
Since the measurement with the lead foil is no more difficultbeams below 10 MY, one takes %d(10),=%dd(10)p, or
than the measurement without the lead foil in place, it isalternatively %ad(10),=%dd(10), i.e., no measurements
probably worth using the lead foil for 10 MV machines. For are needed with the lead foils since the electron contamina-
energies below this, the electron contamination af, in a  tion at these energies has a negligible effect athd¢d0).
10x10 cnf field has a negligible effect on the dose assign- Calculations with foils 20% thicker and thinner than the
ment and one can take &d(10),=%dd(10). nominal 1 mm foil thickness show that the results are insen-
sitive to the actual thickness of the foil within these toler-
ances.

The above calculations are all done for lead foils which  Although this paper provides data for using the lead foil
are exactly 1 mm thick. However, real foils will vary in as close as 30 cm to the phantom, it must be remembered
thickness. The issue is: how carefully must this thickness behat the previous paper showethat the amount of electron
controlled? In the original paperit was shown that the contamination varies with distance from the phantom and
amount of electron contamination from the accelerator heaehat this variation is more pronounced at 30 cm than at 50
that gets through the lead foil is a slowly varying function of cm. Thus the tolerances on positioning the foils are tighter at
the foil thickness and that foils of about 1 mm thickness get30 cm than at 50 cm. In general the size of the correction at
rid of all such electrons. 30 cm is greater than at 50 cm and hence the overall uncer-

Calculations have been done for the 24 MV Mohan spectainty is larger. Also, the “leakage” of electrons through the
trum with the lead foil at 30 cm from the phantom and vary-foil from the accelerator head is substantially higher at 30
ing the foil thickness between 0.8 and 1.2 mm. As the foilcm. Taken together these considerations suggest that the foil
thickness varies by 20% from the nominal 1 mm thicknessshould be placed 50 cm from the phantom surface if at all
the change in the electron contamination and hence in thgossible, in order to minimize uncertainties.
value of f} is less than 0.2%. Thus as long as the foil is
within 20% of its nominal thickness, there is a negligible ACKNOWLEDGMENTS
variation in the formulae presented above.
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