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Data are presented to allow the photon beam quality specifier being used in the new AAPM TG-51
protocol, %dd(10)x , to be extracted from depth-dose data measured with a 1 mmlead foil either
50 cm or 30 cm from the phantom surface. %dd(10)x is the photon component of the percentage
depth dose at 10 cm depth for a 10310 cm2 field on the surface of a phantom at an SSD of 100 cm.
The purpose of the foil is to remove the unknown electron contamination from the accelerator head.
Monte Carlo calculations are done:~a! to show these electrons are reduced to a negligible level;~b!
to calculate the amount of electron contamination from the lead foil at the depth of dose maximum;
and ~c! to calculate the effect of beam hardening on %dd(10). The analysis extends the earlier
work of Li and Rogers@Med. Phys.21, 791–798~1994!# which only provided data for the foil at
50 cm. An error in the earlier Monte Carlo simulations is reported and a more convenient method
of analyzing and using the data is presented. It is shown that 20% variations in the foil thickness
have a negligible effect on the calculated corrections.@S0094-2405~99!01104-9#

Key words: photon beam dosimetry, beam quality specification, electron contamination, Monte
Carlo
n
n
t-

h

be

ic
en
i-

te
%

ne
to

c-
ab
li-

a
e

fi

io

or
-
m
n

om

lec-
ly

m
tors
the
the
the

de-
, a
the
oil

ting

0

o

or
ac-
et of
ly.
cal-

the
I. INTRODUCTION

In the AAPM’s TG-51 protocol for photon and electro
beam dosimetry1–3 the beam-quality specifier for photo
beams is %dd(10)x , the photon component of the percen
age depth-dose at 10 cm depth for a field size of 10310 cm2

on the surface of a phantom at an SSD of 100 cm. T
advantage of this specifier over the previously usedTPR10

20 is
that variations in ion chamber response per unit absor
dose are much less using this specifier.4,5 The disadvantage is
that one must account for the electron contamination wh
can affect the dose at the depth of dose maximum and h
affect %dd(10)x . The problem is that this electron contam
nation is machine dependent. There is a general estima
this contamination which is thought to be good to within 2
of dose maximum.4,6 This 2% uncertainty in %dd(10)x leads
to a 0.4% uncertainty in the dose assigned using the
protocol because the value of the quality conversion fac
kQ , varies by about 0.2% per change in %dd(10)x of 1%
~e.g., 76%–75%!. Some might consider this marginally a
ceptable, except that the global fit is based on data avail
in 1991/1992. At that time there were few multi-leaf col
mators~MLCs! being used and when an MLC is added to
machine it may substantially decrease the distance betw
the accelerator and the phantom and thereby increase
electron contamination considerably. Hence the global
may not be relevant to these newer machines.

To take into account the effects of electron contaminat
to better than 2%, Li and Rogers7 proposed a method
whereby a 1 mmlead foil is placed just below the accelerat
head and one measures %dd(10)Pb, the percentage depth
dose at 10 cm with the foil in place. The earlier paper de
onstrated that the foil effectively removed all electron co
tamination from the accelerator head, which is variable fr
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machine to machine, and that the calculated amount of e
tron contamination from the lead foil could be accurate
predicted from the measured %dd(10)Pb. However, the data
presented for extracting %dd(10)x from %dd(10)Pb were
for the lead foil placed roughly 50 cm from the phanto
surface. This distance was achievable for most accelera
in 1992/93, but as pointed out above, this is no longer
case, especially for machines with tertiary MLCs. Thus
original purpose of the work reported here was to extend
earlier work to the case of a 1 mm lead foil placed 30 cm
above the phantom surface when beam quality is being
termined for the open beam. In the process of doing this
mistake was discovered in the previous calculations for
foil at 50 cm. The electron contamination from the lead f
was underestimated in the original paper.7

The present paper reports corrected values for extrac
%dd(10)x for the open beam from the value of %dd(10)Pb

measured with a 1 mmlead foil placed at either 30 cm or 5
cm from the phantom surface.

II. CALCULATIONS AND QUANTITIES
OF INTEREST

The BEAM code6 is used for most of the Monte Carl
calculations done for this work.BEAM is a general purpose
EGS4 user-code8 which is designed to simulate accelerat
beams efficiently. However, in this application the actual
celerator beams are not modeled but rather a standard s
photon beam spectra are used as described previous4,7

Also, simple electron spectra are used as inputs to some
culations. The advantage of usingBEAM is that it can calcu-
late central-axis depth-dose curves efficiently because of
533
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sophisticated range rejection techniques applied.BEAM also
has a built-in facility for separately keeping track of th
doses from photons and electrons incident on the phan
after passing through the foil. It is this aspect of the previo
calculations which were in error due to a logic fault in t
algorithm to assign the dose components.

In the calculations, electrons are tracked down to 700 k
total energy. In the depth-dose curves, dose is scored in
cular regions of radius 1.5 cm and depth bins of 2 mm
used near the dose maximum to ensure the depth of
maximum is determined accurately since the electron c
tamination changes rapidly with depth. Larger depth bins~up
to 2 cm! are used around 10 cm depth to improve the sta
tics. At dose maximum, statistical uncertainty is kept w
below 0.5% in order to specify the depth of dose maxim
accurately. This requires up to 100 million photon histori

Several different quantities are calculated.
In one set of runs, the relative dose is calculated for e

tron beams passing either through just 50 cm of air or 50
of air with a 1 mmlead sheet 30 or 50 cm from the phanto
surface. The purpose of this calculation is to establish h
effectively the 1 mm lead foil removes the electron contam
nation from the accelerator head. The dose is scored
function of depth in the phantom for initial beams of ele
trons which are used to represent worst case situations~an
estimate of the electron spectrum in a 50 MV beam as
scribed earlier7 and crude estimates of the electron spectr
based on NRC calculations of Varian 18 and 24 MV acc
erators!.

The purpose of another set of calculations is to determ
the electron contamination generated by different pho
beams passing through a 1 mmlead foil. The various photon
spectra start from a point source, 100 cm from the wa
phantom, incident on a 10310 cm2 field at the phantom sur
face. The lead foil is included in the simulation at either
or 50 cm from the phantom surface. Air is present out to
cm from the phantom in all cases. In these calculations
total dose and the dose from the electron contaminants
tering the phantom are scored. These data give %dd(10)Pb

and the electron contamination at the depth of dose m
mum, dmax, and at 10 cm~if any!. The previous paper7 de-
fined a quantity,f e , that converts %dd(10)Pb, which in-
cludes electron contamination generated in the filter and
air past the filter, into %dd(10)x,Pb, which is for just the
photon component of the filtered beam, i.e.,:

f e5
%dd~10!x,Pb

%dd~10!Pb

. ~1!

The value off e was calculated as:

f e
calc5

12~D10
e /D10

tot!

12~Dmax
e /Dmax

tot !
, ~2!

whereD10
e andDmax

e are the doses due to contaminant ele
trons at 10 cm depth and at the maximum depth for thetotal
dose,dmax, while D10

tot andDmax
tot are the total doses at 10 cm

depth anddmax, respectively. As long as the electron co
Medical Physics, Vol. 26, No. 4, April 1999
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tamination does not affect the depth of dose maximum in
filtered beam, thenf e5 f e

calc. If the electron contamination a
10 cm is negligible, f e

calc51/(12Dmax
e /Dmax

tot )'11Dmax
e /

Dmax
tot . Note that the statistical precision of this calculation

high because it is not directly dependent on the precision
the calculated total dose, only the precision of the elect
contamination dose as a fraction of the total dose. The p
vious work7 reported a linear relationship betwee
%dd(10)Pb and f e for values of %dd(10)Pb.70%. This
was used as the first step in a two step process wherebf e

corrected %dd(10)Pb to %dd(10)x,Pb. The second step wa
to note that for clinical spectra, on average, the filter cau
a 0.15% increase in %dd(10)x and this was used to dete
mine %dd(10)x from %dd(10)x,Pb.

In the present analysis three new quantities,f e8 , Dshift and
Dfilter are defined as:

f e85
%dd~10!x

%dd~10!Pb

, ~3!

Dshift5
Dx,Pb~dmax

Pb !

Dx,Pb~dmax
x,Pb!

, ~4!

and

Dfilter5
%dd~10!x,Pb

%dd~10!x

, ~5!

whereDx,Pb(d) is the dose at depthd in the photon compo-
nent of the filtered beam. The quantityDfilter is a correction
to f e

calc. It accounts for the shift indmax caused by the elec
tron contamination, especially when the lead foil is 30 c
from the phantom surface. At the 50 cm position, the pre
ous paper reported that the effect of the shift was negligib7

and hencef e5 f e
calc. However, ifdmax does shift between the

total depth-dose curve and the depth-dose curve for just
photons, then:

f e5 f e
calcDshift . ~6!

The present results confirm thatDshift is negligible for the
lead foil at 50 cm~.0.998! but that it can be as much as 1%
less than unity for the foil at 30 cm. The uncertainty inDshift

is hard to assess because of the correlated nature of the q
tities involved. It is estimated to be 0.2%.

The factor Dfilter quantifies the effects of photon bea
hardening by the lead filter which generally increas
%dd(10)x slightly. The quantityf e8 converts the percentag
depth dose measured with the lead filter in place, to the va
of %dd(10)x in the open beam. Operationallyf e8 is deter-
mined as:

f e85
Dshift

Dfilter

f e
calc, ~7!

wheref e
calc is determined as above@Eq. ~2!#, Dshift is deduced

from the calculated photon component of the depth-d
curve with the filter in place, andDfilter is determined as
follows in separate, high precision calculations using
code DDSPR4,9 which calculates %dd(10)x for an arbitrary
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spectrum. For a given accelerator spectrum, the filtered s
trum at the phantom surface after passing through a 1 mm
lead foil at 30 or 50 cm from the phantom is determined i
separateEGS4 calculation.7 The DDSPR code is then used to
determine %dd(10)x for both the filtered and unfiltered
spectra andDfilter determined from Eq.~5!.

The advantage of using this procedure@Eq. ~7!# to deter-
mine f e8 is that it has a high statistical precision~60.2%!,
whereas the values determined using Eq.~3! and the Monte
Carlo calculated values of %dd(10)x and %dd(10)Pb have a
total uncertainty of well over 0.5%.

The codeDDSPR uses a simple 1/r 2 correction to deter-
mine the values of %dd(10)x at a finite SSD for values
calculated for parallel beams. This is an approximation.5,10

Nonetheless, the differences in %dd(10)x between the fil-
tered and unfiltered spectra are expected to be calcul
accurately byDDSPR.

III. RESULTS

A. Effects of lead filter on accelerator electrons

With the corrected calculations, the first issue is whethe
1 mm lead foil adequately reduces the dose caused by
electron contamination from the accelerator head. In Fig
of Li and Rogers,7 the surface dose from an electron spe
trum representative of a 50 MV beam from a racetrack
crotron was reduced to 1% of the open-beam surface dos
a 1 mm lead foil at 50 cm from a water phantom. The sa
calculations with theBEAM code only predicts a reduction o
the dose to 2.9%. For a 24 MeV monoenergetic elect
beam the reduction goes from the previous value of 4%
10%. These are extreme cases. For more realistic w
cases, namely for electron spectra typical of an 18 or 24
machine, the lead foil reduces the dose on the surface to
of the open-beam dose value. If the 1 mm lead foil is only
cm from the phantom surface, the angular scattering is no
effective at removing the electrons from the beam and
surface dose is only reduced to 3% of the open-beam e
tron dose for the electrons in the 18 and 24 MV beams an
7% for the MM50 50 MV electron spectrum.

Furthermore, the situation is somewhat worse if one c
siders the dose reduction at the depth corresponding to
depth of dose maximum. For example, for the 24 MV ele
tron spectrum the dose atdmax is only reduced to 4% or 1.5%
of the open-beam dose for the foil at 30 and 50 cm, resp
tively.

With all of that said, these calculations still show that t
lead foil reduces the electron combination from the accele
tors to negligible levels. Consider a worst case scenario in
accelerator photon beam where the electron contaminatio
dmax is 4% of the maximum dose. If the 1 mm lead foil at 3
cm reduces this to 4% of its open field value, that cor
sponds to an electron contamination from the acceler
generated electrons of 0.16% of dose maximum and co
spondingly less in other cases.
Medical Physics, Vol. 26, No. 4, April 1999
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B. Values of f e8

The effect of the logic error in the earlier calculations7 is
not as dramatic when considering the electron contamina
generated by photon beams passing through a 1 mmlead
foil. Nonetheless the values off e increase, typically by 0.5%
and in the worst case by 1% for those beams with h
enough energy to generate 2% electron contamination
dmax.

Figure 1 presents a plot of the new quantityf e8 vs
%dd(10)Pb for a variety of photon spectra. The values off e8
display less fluctuation than a similar plot off e vs
%dd(10)Pb ~not shown!. Several things are clear. First,f e8 ,
the correction needed to go from %dd(10)Pb to %dd(10)x ,
is given by a simple straight line fit to the data in each ca
i.e., the amount of electron contamination from the lead f
can be easily predicted and is independent of the de
about the spectrum other than %dd(10)Pb. The second ob-
servation is that, as expected, for the foil 30 cm from t
phantom surface, the contamination is significantly highe

The values off e8 shown by the straight line least squa
fits in Fig. 1 are given by:

f e850.811610.00264%dd~10!Pb

@ foil at 30 cm,%dd~10!Pb>71%# ~8!

or

f e850.890510.00150%dd~10!Pb

@ foil at 50 cm,%dd~10!Pb>73%#. ~9!

For values of %dd(10)Pb less than the respective threshold
f e851.0.

If we use these fits rather than the individual data,
worse case is thatf e8 is wrong by 0.5% which means th
measured value of %dd(10)x is wrong by 0.5%. This leads
to a 0.1% error in the dose assigned using thekQ formalism
of the TG-51 protocol.3

FIG. 1. Individual and fitted values off e8 vs %dd(10)Pb for a 1 mmthick
lead foil at either 30 cm~filled symbols, solid line! or 50 cm~open symbols,
dashed line!. f e8 is the ratio of %dd(10)x to %dd(10)Pb.
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The figure shows that for %dd(10)Pb values up to 73%,
f e8 values are 1.00, i.e., %dd(10)x5%dd(10)Pb. Since pho-
ton beams of 10 MV tend to have %dd(10)x values of 70%–
73%, this means %dd(10)x5%dd(10)Pb for beams with en-
ergies of 10 MV or less. The issue arises, should the lead
measurements be done for 10 MV beams or can one
%dd(10)x5%dd(10), where %dd(10) is measured in the
open beam? In the 10 MV beams the electron contamina
from the lead is between 0.4% and 1.0%, but this is offset
the photon filtering effects to a large extent. However, if o
uses %dd(10)x5%dd(10) andassumes that electron con
tamination from the accelerators is roughly the same as f
the lead foils~i.e., up to 1%!, then the error in the dos
assigned is up to 0.2%. The error is more if the elect
contamination from the accelerators is greater, as is lik
with tertiary MLCs since they are closer to the phanto
Since the measurement with the lead foil is no more diffic
than the measurement without the lead foil in place, it
probably worth using the lead foil for 10 MV machines. F
energies below this, the electron contamination atdmax in a
10310 cm2 field has a negligible effect on the dose assig
ment and one can take %dd(10)x5%dd(10).

C. Filter thickness

The above calculations are all done for lead foils wh
are exactly 1 mm thick. However, real foils will vary i
thickness. The issue is: how carefully must this thickness
controlled? In the original paper7 it was shown that the
amount of electron contamination from the accelerator h
that gets through the lead foil is a slowly varying function
the foil thickness and that foils of about 1 mm thickness
rid of all such electrons.

Calculations have been done for the 24 MV Mohan sp
trum with the lead foil at 30 cm from the phantom and va
ing the foil thickness between 0.8 and 1.2 mm. As the f
thickness varies by 20% from the nominal 1 mm thickne
the change in the electron contamination and hence in
value of f e8 is less than 0.2%. Thus as long as the foil
within 20% of its nominal thickness, there is a negligib
variation in the formulae presented above.

IV. SUMMARY AND CONCLUSIONS

Data are presented for converting %dd(10)Pb into
%dd(10)x , i.e., for converting the percentage depth-dose
10 cm depth in a 10310 cm2 field measured with a 1 mm
lead foil in place to the corresponding percentage depth-d
for the photon component only of the open beam. In do
the calculations for the foil at 30 cm to extend the earlier d
for a foil at 50 cm, it is found that the previous calculatio
had a logic error in the coding~although the overall effect o
this error on the predicted value of %dd(10)x is less than
0.6% for beams of 25 MV or less!. In redoing the calcula-
tions, a new parameter,f e8 is defined which takes into ac
count the effects of the filtering by the lead foil in ea
individual beam and this reduces the scatter in the final
sults about the fitted line. It is also necessary to account
effects onf e8 of the shift in dose maximum caused by ele
Medical Physics, Vol. 26, No. 4, April 1999
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tron contamination from the lead foil, although the effect
only significant when the foil is 30 cm from the phantom
This parameter is also more easily used since it directly
lates the measured quantity, %dd(10)Pb, to the quantity of
interest, %dd(10)x . It is shown thatf e8 is accurately given in
terms of the measured quantity %dd(10)Pb and hence the
overall equations for %dd(10)x are:

%dd~10!x5@0.811610.00264%dd~10!Pb#%dd~10!Pb

@ foil at 30 cm,%dd~10!Pb>71%# ~10!

and

%dd~10!x5@0.890510.00150%dd~10!Pb#%dd~10!Pb

@ foil at 50 cm,%dd~10!Pb>73%# ~11!

and for %dd(10)Pb below 71% or 73%, respectively~i.e.,
beams below 10 MV!, one takes %dd(10)x5%dd(10)Pb or
alternatively %dd(10)x5%dd(10), i.e., no measurement
are needed with the lead foils since the electron contam
tion at these energies has a negligible effect on %dd(10).

Calculations with foils 20% thicker and thinner than th
nominal 1 mm foil thickness show that the results are ins
sitive to the actual thickness of the foil within these tole
ances.

Although this paper provides data for using the lead f
as close as 30 cm to the phantom, it must be rememb
that the previous paper showed7 that the amount of electron
contamination varies with distance from the phantom a
that this variation is more pronounced at 30 cm than at
cm. Thus the tolerances on positioning the foils are tighte
30 cm than at 50 cm. In general the size of the correction
30 cm is greater than at 50 cm and hence the overall un
tainty is larger. Also, the ‘‘leakage’’ of electrons through th
foil from the accelerator head is substantially higher at
cm. Taken together these considerations suggest that the
should be placed 50 cm from the phantom surface if at
possible, in order to minimize uncertainties.
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