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Many laboratories with cavity chambers as primary standards for air kerma are considering using
additional Monte Carlo calculated correction factors, in particular the correction for attenuation and
scatter in the wallsK,,,;, and possibly the correction for point of measuremé&y,. Standards

labs also use Monte Carlo calculated Spencer-Attix stopping-power ratios for graphite to air. The
purpose of this article is to investigate the sensitivity of these calculations to their details and to
assign uncertainties to the calculated values. We also investigate the correction needed for the
Canadian primary standard to account for a polystyrene insulitgk,, and find that it is quite

large (1.0046:0.0017). The article shows that the values of correction factors are very robust and
insensitive to most details of the calculations except the values of the underlying electron stopping
powers which have a significant effect on the stopping-power ratio arid.gr,. The 1% uncer-
tainties on the photon cross-sections have a negligible effect on these correction factors except for
Keomp: As a result of these investigations, with no change in the stopping power data used, the
Canadian primary standard of air kerma in®%o beam needs to be increased by 0.54%.

[DOI: 10.1118/1.1563663

[. INTRODUCTION photon beam being paralleK .., is a correction for the

Primary standards for air kerma in®2Co beam have been composite, .|.e., nonunlf_orm, nature-of the wall mate(lgl
any) and K includes various corrections for other nonideal

the basis of clinical dosimetry for many years because do- ditions( r for st tral electrod ¢
simetry protocols such as the AAPM's TGR2&nd the conditions(e.g., corrections for stems, central electrodes o

IAEAs TRS-277 are based on air-kerma calibration factors.different materia}l from th.e vyall, 'radial nonuniformity of the
Despite the fact that many dosimetry protocols are nov\Peam’ etc., again, all unity in this stidy

based on absorbed-dose calibration facterg., the AAPM'’s 'I_'he definitions of some of _the qua_lntities in HQ) are
TG-5P), it is important to have accurate standards for airarbltrary and for clarity we will specify exactly what we

kerma, if only to allow meaningful comparisons between oldmhe??‘ In thls_(\;vorr we :Iall(% the st(;]ppr:ng-povyer ratio to bet
and new dosimetry protocols. Primary standards for ailI atlor an incigent paraflel beam which experiences no scat-
ter or attenuation in the chambgee Sec. VIII A. TheK

kerma in a%%Co beam are universally based on graphite- tion is traditionallv tak being f int t
walled cavity ion chambers, albeit of many different shapesf:orrec lon 1 traditionally taken as being for a point source a

: . : N the appropriate distance from the realistic cham(gthout
The air kermaKy;, is established at a point in the beam : . RN .
I air: | ! point a sten). This choice of definition is imposed sin&g,,; was

using originally based on measured data. Once this is defined, then
Il —— ai K an is defined(calculat
_ Qg (V_V) (E Wa(@r” an IS defined(calculated as
omg(1-ga \ e/ o)\ P (D gadl ) P2r2te!
(D o y) O 2
X KpKwaiKaKcom  (GY), (1) gas \wall) realistic

where Dy, is the dose to the gas in the chamber and all
quantities are calculated for the realistic model of the cham-
ber. Similarly, the quantitK ., is defined(calculated as

whereQ,sis the charge released in the air of masg, g,
is the fraction of the energy of an electron lost in radiative
events while slowing in air,W/e) 4 is the energy lost in dry

air per coulomb of charge reIeaseE/(;)‘gVi?” is the Spencer— (DgasKwau)S?;SpﬁIe
Attix collision mass stopping-power rati@pn for the wall Kcompzmﬂa- ()
= air gas wall/realistic

material to dry air, fte{p)qa IS the ratio of mass energy

absorption coefficients averaged over the spectrum for drifhese definitions are arbitrary but follow once the definition

air to the wall materialK, is the humidity correction factdr  of K, is made. In other situations, other definitions are

(taken as 1 in this study because all calculations are for drappropriate. For example, in a related woitke definition of

air, but which in practice is needed since by convention the< ., for electron beam plane-parallel chambers must not
air kerma is always for dry air and measurements are mad@clude the ratio of wall attenuation factors because the goal
in humid aip, K4 corrects for the attenuation and scatter inwas to equate the values By, with the values ofP

the chamber wallK,, corrects for the axial nonuniformity the corresponding correction factor except in a water phan-
due to the point source nature of the beam instead of theom and in this case th€,,, factors are conceptually inap-
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propriate. This made the definition Bf,, somewhat simpler rather than using correlated scoring techniques to calculate

because it too no longer required tig,, factors, but the Kan, the average increase in air-kerma rate for 16 primary

value ofK,, was then required to be for a parallel beam of standards for air kerma in%Co beam was determined to be

photons incident on a homogeneous chamber. Computatiof-8%:

ally this is acceptable, but it means that the valu&gf; is, At the 2001 meeting of Section | of the BIPM's Consul-

in principle, no longer measurable. As will be shown below,tative Committee on lonizing RadiatidiCCRI), there was a

the fine points of these definitions have little practical im-decision that NMIs would revisit their correction factors and

pact, but they are needed for the sake of rigor. consider using Monte Carlo calculated values. Since that
If calculations were being doneab initio” rather than  time, several papers have appeared which lend experimental

using accepted values ofi{{p)2",, it might be more mean- Support to using calculated correction factts!® There is

ingful to write Eq.(1) as one particularly convincing experiment from the PTB which
demonstrates that the linear extrapolation technique for de-
Qgas Wy (L g A terminingK 4 is inappropriaté” We have undertaken a sen-
Kairzm E) - (—) sitivity study to investigate the uncertainties associated with
a wall ar' Plair P/ vl these calculated values, and the sensitivity of the calculated
X KK yarK aK somg  (GY), (4)  values to such things as the Monte Carlo code used’@e

spectrum used, the diameter of €0 source, and the dis-
since one often calculates the mass-energy transfer coeftiance from the source. As well as investigatig,,, we
cient for a material, &y/p)mar, and deducesye/p)mat Y ~ have undertaken to investigate the sensitivity of the calcu-
calculatinggmy. This formulation emphasizes that we are lated values of the other factors in E@), viz., K4y, Keomps
only sensitive to tha,,, value[in Ref. 6, their related Eq. and (L/p)32Phie,
(2) has a typo-feed p)ary should be fuy/p)ds,, Which was If most NMIs decide to switch to calculated values of
used in the calculations Kwan @andKy,, this leaves NRC in the situation that our pri-
Traditionally, national standards labs determitégy; by ~ mary standard for air kerma appears to be about 0.6% lower
adding additional wall thickness to ion chambers and linearlythan the new world average, at least as predicted in Ref. 13.
extrapolating the response versus wall thickness curve to dén another NRC studyit was noted that the plastic insulator
termine the response for zero wall thicknéaad also mak- in the 3C chamber actually had a much larger effect than
ing a correctionK e, to account for the center of electron determined in some technically difficult but hard to interpret
production). Starting in the mid 1980s, these factors wereexperimental measuremeridescribed in Ref. 18 We have
calculated using Monte Carlo codes and by 1990 it wasnvestigated this issue further here.
found that, although the Monte Carlo codes could accurately
reproduce the response versus wall thickness curves, the cal-
culated values OKwaII were up to 1% different from those 1. MONTE CARLO CALCULATIONS
determined by linear extrapolatidnBased on a simple
model, BielajeW showed that the extrapolation was nonlin-  All calculations were carried out using the EGSnrc Monte
ear for beams incident on a spherical chamber. Using hi€arlo system for radiation transpdtt-® Unless otherwise
nonlinear extrapolation of the measured data led to reasoroted, the calculations were done with the default settings of
able agreement with the Monte Carlo calculations for thethe code which includes modeling the Compton interaction
spherical chamber. At the same time, Bielajeleveloped an as being from bound electrons, includes the effects of any
analytic theory forK ., (the axial nonuniformity correction ~atomic relaxation events and includes relativistic spin effects
to account for the fact that ion chambers are irradiated by & the multiple scattering theory. It will be shown below that
point source and not a parallel beam of photéssictly, inclusion of these parameters has little effect on the calcu-
Bielajew’s theory and Eq(2) are for K,,, the correction lated correction factors. The calculations made use of up-
which includes the radial as well as axial nonuniformity in- dated versions of the standard EGSnrc user-codes, viz.,
troduced by the point source nature of the beam, but th&PRRZnrc for calculating the stopping power ratios,
radial nonuniformity is negligible at normal calibration dis- (L/p)‘g’i‘;‘” and CAVRZnrc for everything else. The Monte
tance$. This theory demonstrated that the amount of correcCarlo codes are both distributed with the EGSnrc system and
tion was very small for typical standards-laboratory iondescribed in detail in Ref. 20. Several new options have been
chambers at about 100 cm from a source. Although thisadded specifically for this study. These include a new coding
agreed with the procedures in most standards laboratoriesf an off-axis point source routine, and a new routine to
there were several National Metrological Institut@iMis) handle an isotropic source of finite radial dimension, rather
for which this theory implied a substantial change. than just a point source. The Monte Carlo simulations were
A 1992 papel’ showed that the combination of the above done with various options turned off or on and these are
corrections based on Monte Carlo and analytic techniquedescribed in more detail when used.
would imply a 0.64% increase in the average air-kerma rate Although the majority of the calculations were done with
at several major standards laboratories. In a more recent af€lSnrc, some calculations were carried out using the EGS4
more detailed study using a different Monte Carlo codeMonte Carlo systehd and some using the PRESTA
(EGSnré! rather than EGS4) and using direct calculations algorithm??
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Fic. 1. Schematic of the 3C chamber as modeled for these calculations. The
3C chambers was built by W. H. Henry of NRC and has been used to

establish Canada’s primary standard for air kerma #Go beam for four As shown below despite giving a wide range of results for
decades. The chamber is rotationally symmetric about-togs. All dimen- the i h b ! the diff t calculati Il ai
sions are in cm. The density of the graphite is 1.66 d/cm € lon chamber response, the diirerent calcu a Ions all give
the same results foK,,,;, thereby demonstrating that the
calculated values are robust.
Figure 2 shows the calculated relative resporisg,{unit

incident fluencgof NRC'’s 3C ion chamber. This figure dem-

Figur.e 1 shows the 3_C ca\{ity ion chamber Whi(?h has beer('antrates that the value of the response varies a great deal
the basis of the Canadian primary standard for air kerma fo&epending on which version of the code is used. The calcu-

four decades. The density of the graphite is 1.66 dlamd | response for the ion chamber using EGS4 in default

this value is used in the calculations. The density effect useﬂmde is 45% lower than that calculated with the default
for the graphite stopping powers varied. In some studies, thg 5grc calculationwhich in this case has the relativistic

IC_:RU_density effect for a density of 1.70 g/ém_/as used spin option included but the binding effects in Compton scat-
since it was available and close to the bulk density. Howevere iy are not included and atomic relaxations are not mod-
electron stopping powers for graphite have recently beeRoy - clearly the EGS4 algorithm and the EGSnrc transport

measured at NRC for electrons with energies between 7 ang . ithms are very different. Using EGS4 with the PRESTA
30 MeVv=* and there is a clear preference for using the iy rithm, the result is about 1.5% less than the EGShrc

grain density(2.26 g/cnf) when calculating the density ef- o s and if the pathlength is further restricted to less than

fect. In many calculations a density effect correction baseci% energy loss per step, the calculated response is 0.8%

on this value has been used. _ greater than that of EGSnrc. The point is that these three
A critical aspect of the 3C chamber is the large polysty-c, i ations are done with very different transport algo-
rene insulator. It is more exposed to the cavity than the Ny, g espite all being called EGS. As shown elsewfére,
sulators in most cavity ion chambers used by NMis. only the EGSnrc calculations produce the correct response.
Within EGSnrc, there are many transport options which
can be turned on or off. The figure shows that when relativ-
istic spin effects are turned off, there is no change in the
calculated response. If the condensed history approach is ig-
nored and the entire calculation is done in single scattering
It has been suggested that one be cautious about usimgode, the calculated response does not change although the
Monte Carlo calculated correction factors since the calculastatistical uncertainties are much greater since the time per
tions have been done using only one Monte Carlo code, vizhistory increases dramatically. Although the calculated dose
EGSA4. If this were true, it would constitute a valid criticism. does not change, it is clear that the single scattering calcula-
However, the calculations have been done with whation constitutes a completely different algorithm. The results
amounts to a wide variety of different electron transport al-with binding effects taken into account show a sntalhout
gorithms, and with a variety of scoring and coding options.0.05%) effect on the calculated response whereas the inclu-

Il. A. Model of the 3C chamber

[ll. VARIATION WITH DIFFERENT MONTE CARLO
SIMULATIONS

I1l. A. Effect on calculated response
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I I 4 5 6 7 8 9 10 11 12 13 14 Fic. 4. Variation of®Co graphite to air stopping-power ratispn when

different versions of EGS are used. The default EGSnrc mode simulates
Fic. 3. Monte Carlo calculated values if,, for the 3C chamber based on bound compton interactions, relaxation of the atoms, and relativistic spin
very different electron transport algorithms. effects. Various runs with combinations of these turned off demonstrate that
the calculated stopping-power ratio is insensitive to these details. All calcu-
lations are done for a phantom with 0.25 cm buildup. The EGSnrc results

sion of relaxation or angular distributions of photo-electronsd™®_done using SPRRZnrc with regeneration off to match the EGS4/
has no effect PRESTA resultgwhich are shown for two values of ESTEPEhe graphite

. . . . density effect is for a density of 1.70 g/érand A=10 keV. Note that the
Most calculations in this study have been done with they—axis extends over only 0.04% whereas most following figures cover 0.4%.

low-energy limits for electron transport set at 10 keV. How-
ever, as case 14 shows, a reduction of the threshold (AE
=ECUT) to 1 keV increases the response by a statisticallgalculate the result. The one remaining possibility is an error
insignificant 0.04%. in the technique used by CAVRZnrc to calculétg,, . This

Any Monte Carlo simulation has other components whichis @ correlated technique in which the energy deposition from
must be properly coded in order to produce accurate resultfrimaries is scored with and without being corrected for at-
e.g., the routines for modeling the initial photons, the scoringenuation effects and the dose from scattered photons is
routines, or the variance reduction routines. In most of thescored separatefyAnother independent approach to this cal-
calculations reported above, the photons were forced to inculation is to run it twice, once with the normal physics, and
teract in the ion chamber, thereby improving the efficiencythen with photon regeneration on, in which case a primary
However, an error in the forcing routines would not show upPhoton is regenerated after every interaction and all scattered
because the coding is commaalthough the fact that the Photons are terminated. By definition, the ratio of the dose to
absolute dose is calculated correctly means this is highl@as in these two cases gives the valueKqf, although
unlikely). Nonetheless, another, independent form of vari-much less efficiently than the correlated sampling method.
ance reduction was added to CAVRZnrc whereby the crossResult 7 in Fig. 3 demonstrates that the results are the same
section was enhanced rather than using the forcing routine®ithin 0.02%, thus confirming the accuracy of the coding in
Calculations done with this optiofiesult 8, Fig. 2 show no  the correlated scoring case.
difference. S|m||ar|y, all the other routines use a Comp|eX, The reduction of the electron transport threshold to 1 keV
common routine for modeling a point source incident fromchanges the result by 0.01%, which is not statistically sig-
an arbitrary angle. A new source routiigource 15 was  hificant.
implemented in CAVRZnrc and the results with this routine
(result 13 were the same as the default case. Finally, a caltl. C. Effect of EGS algorithm on stopping-power
culation was done using a version of the source routine withatios
a finite source size rather than a point source, and here the
response decreased by about 0.¢&sult 9.

Figure 4 presents values of {p) 32" calculated using

SPRRZnrc and SPRRZ with a variety of electron transport
algorithms. The calculations are all for a threshold valuge,
of 10 keV. The figure demonstrates that the EGSnrc options
used during the calculations of the stopping-power ratios
Figure 3 presents the values Kf,, calculated in the have a negligible effeqt<0.002% on the value. The differ-
same cases as shown in the previous figure for the respongnce between the EGSnrc and EGS4/PRESTA results are
Despite the 46% variation in calculated response in thesslightly larger but still negligible(up to nearly a 0.02%
calculations, the values &f,,,, vary by no more than 0.04% spread. These results in a small graphite cylinder do not
from the calculations with the default EGSnrc. It is clear thatnecessarily generalize to all calculated stopping-power ratios
the value ofK,,, is not dependent on what code is used tosince, e.g., turning spin on and off changes an electron beam

Ill. B. Effect of transport algorithm on calculated
values of K
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1.024 . ; , . . 1.002 . . . . .
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Mora 30x30
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mean energy of spectrum / MeV mean energy of spectrum / MeV

Fic. 5. Variation ofK,,, value for the 3C chamber for the various spectra FiG. 6. Variation ofK,, value for the 3C chamber for the various spectra
shown and described in the text. shown. All values are for a point source at 100 cm.

depth-dose curve and can be expected to affect the stopgys using monoenergetic or near-monoenergetic spectra, but
ing-power ratios as wellby up to about 0.1% as shown in |ess than 0.03% variation between the values for different
Ref. 25. realistic spectra.

IV. DEPENDENCE ON INCIDENT %Co SPECTRUM

o ) ) V. VARIATION WITH SOURCE DIAMETER
The spectrum in differeff®Co beams will vary depending . ]
on the nature of thd°Co source, the field size, etc. It is I the past, all calculations using CAVRZ or CAVRZnrc

therefore valuable to study the effects of different photonh@ve modeled sources as parallel beams or as point sources
spectra on the quantities of interest here. at an arbitrary distance and angle. However, aciglo

To do this we have used five incidefiCo spectra. The Sources are cylindrical in shape, with the flat surface towards
simplest is the frequently used approximation tffo is a the calibration point having a radius of 1 cm or more. To
single line at 1.25 MeV. The next simplest is to consitf&o investigate the effect of this finite size, a series of calcula-
as if from a bare source, viz., two equiprobable photon linedions was done with a new source routine which allows for a
at 1.175 and 1.334 MeV. The next spectrum used is thayniform circular or square source perpendicular to the line
published in 1988 for a broatfCo beant® This spectrum
has been widely used for Monte Carlo calculations since it is

distributed with the EGS4 and EGSnrc systems. The final 1.000 ‘ ' ! ' '
two spectra are those calculated by Metzal?’ for NRC'’s

Eldorado 6%°Co unit. They are the central-axis spectra at a Mora 30x30

SSD of 80 cm for 1& 10 and 330 cnt fields. For all 0.999 | IAEASS ]

other calculations reported in this work we use the Mora
et al. spectra for the 18 10 cn¥ field since this is what ap-
plies at NRC. In the previous work of Rogers and
Treurniet'® the 1988 spectrum was used.

Figure 5 shows that there is a non-negligible, 0.1%, varia- Mora 10x10
tion in K,,5; as one changes from the bare source spectrum t(@
the more realistic spectra. However, the variatiokKigy, for
the different realisti€°Co spectra is negligiblé.02%. This 0.997 |
implies thatK,,,, calculations can be done with any reason-
ably realistic®°Co spectrum.

Figure 6 shows that the variation of calculateg, values
with incident spectrum is not large, but in this case the sta- 0.9 = 105 710 115 120 155
tistical uncertainties are greater. Whatever the variation, it is mean energy of spectrum / MeV

unlikely to be greater than 0.07%. e , _ , o
Figure 7 shows the variation in the calculated stopping-F'G' 7 \(arlatlon of*"Co graphite to air stopping-power ratio with the spec-
trum incident on the phantom. These results are done with regeneration on a

power ratio for different inCiderﬁOC_o spectra: T_here IS MOre 1 5 cm phantom. The graphite density effect is for a density of 2.265%/cm
than a 0.13% change between using a realistic spectrum vednd the value of\ is 19 keV.

60
bare Co

te/air spr
o
8
[=4]

grap

1.25 MeV/

Medical Physics, Vol. 30, No. 4, April 2003



526 D. W.

@)

1.002 [+ T T T

1.001

§ 1.000 |

0.999 |

0.998 1 1 1 1
0 5 10 15

source radius / mm

20

. Rogers and I. Kawrakow: Monte Carlo calculated correction factors 526

a point source at 100 cm and a further 0.06% decrease as the
distance drops to 50 cm. There is obviously no uncertainty in
Kwan due to the distance uncertainty. However, the calcula-
tions must be done for a point source at the appropriate
source-detector distance rather than for a parallel beam inci-
dent(as done previously at NRC

There is no corresponding uncertainty in the stopping-
power ratio since it is calculated for a parallel beam as re-
quired by the theory.

VII. THE K omp CORRECTION
FOR THE INSULATOR

As noted when Fig. 1 was presented, the 3C chamber has
a rather large polystyrene insulator. Bazgal® noted that
this insulator leads to a decrease of 0.4% in the ion chamber
response and thus tfie,,m, correction factor in Eq(l) has a

Fic. 8. Variation ofK ,, value for the 3C chamber as the assumed size of thevalue of 1.004.
0Co source is increased. Two calculations for the point source case were The Kcomp COrrection is defined by Ed3). It is slightly
done using two different source routines and are shown slightly offset foryitfarent from the definition of Borgt al. where the quanti-

clarity.

joining the source to the ion chamber. The variatiorKigy ]
values as the source radius is increased from 0 to 20 mm %

less than 0.01%.

Figure 8 shows the variation in the calculated valu& gf
as the source radius is increased. In this case there appear
be a slight variation, especially for the largest size, but it i
not statistically significant. In any event, out to the actual
size of the source at NR@bout 10 mm radiys the varia-

tion is negligible within the 0.04% statistics.

VI. EFFECTS ON K, OF DISTANCE
FROM A POINT SOURCE

Figure 9 shows the variation iK,,,, values for the NRC

S

ties were for a point source rather than a parallel beam.
We recalculatel oomp Using Eq.(3) and the latest version
of EGSnrc, with stopping powers for graphite reflecting the
ain density in the density effect and tfi€o spectrum for
a 10x10 cnt %%Co beam rather than the 885 cnt spec-
trum used previously. We fin& oy~ 1.0046(3) which is
consistent with, but more accurate than, the previous calcu-
aﬂon. Only 0.02% of the change is related to the change in
definition. For interest  we also calculated
(Kwall)graphite/(Kwall)realistic for a parallel beam and find it is
0.011)% greater than unity, i.e., the insulator has only a
small effect on the value df,,, .

VIIl. CALCULATION OF STOPPING-POWER
RATIOS

3C chamber as the source distance is varied. There is mod!!- A. Effects of phantom size on stopping-power

than a 0.1% decrease i, going from a parallel beam to

1.024 .
D —
1.023 | 1
T 1022} ]
X parallel beam
1.021 £ ]
1.020

100
dist to point source / cm

1000

ratios

Stopping power ratios are calculated essentially by scor-
ing the electron fluence spectrum in a phantom made of the
wall material(i.e., there is no cavity involved in the calcula-
tions). Since there is a phantom, the electron fluence spec-
trum will vary with location, with lack of full buildup near
the surface and with photon scatter and attenuation affecting
the electron distribution differently at various points in the
phantom. This introduces a phantom-size dependence into
the calculation of stopping-power ratios.

To investigate this effect, we calculate the stopping-power
ratio in the central portion of a small cylindrical graphite
phantom with differing amounts of buildup around the cen-
tral core where the electron fluence is scored. The solid line
in Fig. 10 shows that the stopping-power ratio increases by
0.2% going from a mini-phantom with a core radius and
outer buildup region of 0.5 mm to a mini-phantom with a
core radius and outer buildup region of 1 cm. The photon
attenuation and scatter in the phantom are included in these

FiG. 9. Variation ofK,,,, value for the 3C chamber as a function of distance calculations. If this were the correct method, there would be

from a point source.
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1.0025 T T TaBLE I. Values of mean chord length and correspondingalues as cal-
= . . culated using the formul& =4V/S or the Monte Carlo codéfor a 60Co
8 scoring thickness 0.25 cm beam although for 100 keV photons the results are very simNatues of
% A are the energies of an electron having a residual CSDA rangeusing
- i rina thickness 1 the range data in ICRU Report 37 No correction for path curvature is
-“5 1.0020 zgﬁ,‘e gs buildu included although this is sometimes done. Dimensions for the BIPM pan-
c . . P cake chamber and widely used OMH cylindrical chamber are taken from
3 with attenuation Ref. 13.
o
: 1.0015 | i 4VIS Monte Carlo
.g Chamber L (mm) A (keV) L (mm) A (keV)
& .
fo) with photon 3C 76 193 8.0 19.8
s 1.0010 L regeneration on ) Mark 1V flat 21 9.1 18 8.5
© | Mark 1V side 2.1 9.1 2.4 10.1
o BIPM pancake 40 13.4 35 12.4
a OMH 6.5 17.6 6.6 17.8
@ Baldwin—Farmer 4.8 14.8 4.6 145
1.0005 L .
0.1 1.0

graphite buildup thickness / cm

Fic. 10. Variation of%°Co graphite to air stopping-power ratio with the Der cavity for different incident photon beams. The cavity is
thickness of the buildup layer in the graphite cylindrical mini-phantom usedtreated as a vacuum to ensure straight paths, but otherwise
to score the electron spectrum. The graphite density effect used in the calhe chamber is as realistic as possible within the cylindrical
culations assumes a graphite density of 1.70 g/and the value of is 10 imati Table | ts th Its for th h b
keV. The scoring region is the same thickness as the surrounding buildugppromma lon. Taple [ presen _S € results 1or the chambers
region except for the two additional data points with 1 cm buildup, for Of Several standards labs using th&/& formula or the
which the scoring region is only 0.25 cm across. For the solid line, photonilonte Carlo code. The Monte Carlo calculations are done
attenuation and scatter occur whereas for the dashed line photon attenuatiﬂgr an ECUT value of 10 keVkinetic energy although cal-
and scatter are turned off in the calculation, thereby making the calculated |ati f h h ith f K
value independent of the geometry once full buildup is achieved. culations for .t e 3C chamber wit .an ECU_T of 1 keV
showed no difference other than taking ten times as long.
Table | shows that the simple formula is remarkably accu-
not reach an equilibrium. However, as Bozgal® pointed rate, even for the concave 3C chamber. The Monte Carlo
out, this is not the correct method since the underlying theorgode does predict a noticeable variationAiras the beam is
requires that attenuation and scatter in the phantom be exacident on the front or the side of the NRC Mark IV pan-
cluded from the calculation. Turning on the so-called regencake chambel but the implied change in the stopping-
eration option in CAVRZnrc, one obtains the curve shown bypower ratio is less than 0.05% and is thus negligible.
the dashed line in Fig. 10. There is still considerable varia-
tion prior to full buildup being achieved in the mini- viI. C. Effects of different density effects and values
phantom, but once this is achieved the calculated stoppingf | and A
power ratio becomes constant. ) — \ graphite 60
Thus, as long as the photon regeneration option is used igure 11 presents the values df/p)g"" for a >Co

and the phantom is large enough to ensure full buildup in th®&am as & function of. The two upper curves were calcu-
scoring region, there is no uncertainty nor ambiguity in thelated using the density effects presented in ICRU Report 37,

stopping-power ratio due to the size of the phantom. one for a typical graphite bulk density of 1.70 gftnas
recommended in ICRU Report 37, and the other with the

grain density of graphite, viz., 2.265 g/émAs discussed
above, experimental data imply there is a preference for us-
Although the definition of A is not conceptually ing the grain density in the present calculations. Assuming
rigorous?® it is usually taken as the energy of an electronthe standard ICRU mean ionization value for graphite, this
which would have a residual range in air which was equal tamplies a 0.23% decrease in the graphite to air stopping-
L, the mean chord length of electrons in the cavity of the ionpower ratio for the 3C chamber where the appropriate value
chamber. For isotropic electrons uniformly entering a convexof A, as given by the mean chord length, is 20 keV.
cavity, L=4V/S whereV is the volume andis the surface The values of the stopping powers in graphite presented
area® This is the expression used by most standards laboran ICRU Report 37 are based on an I-value in graphite of
tories to determine the value df appropriate for their stan- 78+ 7 eV?° (where the uncertainty is roughly at the 90%
dard cavity chambers. However, electrons entering the cavitgonfidence leve] but the most recent and highly accurate
of an ion chamber are not necessarily isotropic, nor are alneasured I-value is 86:81.2 eV 2° Using Berger’'s ESTAR
ion chambers convex. In particular, NRC’s 3C chamber isprogram®! which was used to generate the values in ICRU
concave due to its large central electrode. Report 37, we calculate stopping-power ratios using an
To investigate the effect of the breakdown of these asi-value of 87 eV and a density of 2.265 g/&for the density
sumptions, the CAVRZnrc code was modified to score theeffect. The corresponding stopping-power ratios are the third
average chord length of the electrons entering an ion chanecurve in Fig. 11. ForA=20 keV, these values show a dra-

VIII. B. Selecting values of A
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TasLE Il. Summary of the proposed changes to the Canadian primary stan-

N C‘)‘ dard for air kerma based on the current Monte Carlo calculations.
‘© 1.005
L Quantity 1990 value Present value % Change
[ . 3
z _ _Gensity 1.70 g/em" I=78 1 [orahie 1.0005 0.9987 ~0.18%
g oo T ——oe » (— 1.0010 +0.059%
(=] 3 p air
2 density 2.265 g/cm” 1=78 Kwai 1.0218 1.0220 +0.029%
® o905 | 1 1.0-¢ 0.9968 0.9969 +0.01%
o) K comp 1.000 1.0046) +0.46%
2 Kan 0.99996) 1.00044) +0.05%
oY
lg) 0.990 - 1 Overall change: with shchange:+0.31%  without s change:+0.54%
a
Q . 3,_ 2-0.23% from change in density effect,0.14% from change in spectrum
Qo . 1=87 . : .
D a5 | ._-_*___f??_sﬁ},_?_z.??g/?T 8 . —0.07% going toA =19 keV, +0.02% from using EGSnrc anet0.04%
T e Su R R TR e e " from using regeneration.
0 20 20 50 8‘0 100 bas irft but with no change in the stopping power used.
Al keV €—0.08% using a spectrumi;0.12% using a point source;0.02% using
EGSnrc.

Fic. 11. Variation ofé°Co graphite to air stopping-power ratio with the  “sp=stopping power. The change referred to is from changing density ef-
low-energy transport cutoff used in the calculations corresponding to thefects.

mean chord length of particle tracks in the chamber. The upper two sets of

calculations were done with stopping powers from ICRU Report 37 for two

different density effects. The lower curve uses stopping powers calculatefbst via radiative events. Borgt al® have calculated a value

using the same program as used to generate values in ICRU Report 37, bafg =0.31% based on an EGSnrc Monte Carlo calculation
for a graphite I-value of 86.8 eV. Photon regeneration was on for these >2&"

calculations which were done in a mini-phantom with 5 mm of buildup and usm.g _ICRU Report 37’s r_ad_iat.ive stopping powers .and a
using the 1610 cn ®%Co spectrum of Morat al?’ realistic ®®Co spectrum. This is in good agreement with the

previously used value of 0.328433

matic decrease of nearly 1.6% compared to the standard
curve (I=78p=1.70 g/cnd). Since this new I-value for X. CHANGES TO THE CANADIAN AIR-KERMA

graphite is close to that of air, the variation of the stopping-STANDARD
power ratio as a function oh is almost nonexistent foA Table Il presents a summary of the changes needed in the
values above 10 keV. Canadian primary standards of air kerma based on the above

The BIPM’s CCRI has agreed that the minimum uncer-calculations.
fcaintglo on the graphite to air stopping-power ratio to .be useck A. Stopping-power ratio
in a®“Co beam is 0.7%. The change of 0.23% resulting from
the density effect is well within this uncertainty, but the 1.6% The NRC primary standard of air kerma irf%o beam,
change from the I-value is not. In principle this adjustment inas declared in 1990, uses a value af £)%"""= 1.0005
stopping-power ratio is not relevant because what enters intdRef. 33 based on a density effect corresponding to a graph-
the calculations for the primary standards is the producite density of 1.70 g/cfh a A value of 10 keV, and a mo-

(W/€) (LI p) 2@ and this product has a much smaller un- hoenergetic 1.25 MeV photon beam. .
certainty. However, in practice what most NMIs appear to do  The current best estimate of the stopping-power ratio for

is multiply the recommended value diWe) ,;, by the appro- the NRC 3C primary standard is 0.9987 based on using the
priate value of E/p)g_raphitefor their chamber. This is incor- EGSNrc user-code SPRRZnrc with regeneration, a valde of
ailr "

rect if a new stopping power is used unless a complete re?f 20 keV, a density effect based gn=2.265 g/cm, an

analysis is done to determine the appropriate value okval%e of 78 eV, and the realistit’Co spectrum of Mora
(W/e),;, corresponding to the new value OL—/(D)g_raphite et al“’ If we use the recommended density effect, viz., that
air air

: . : ased orp=1.70 g/cnd, the value is 1.0010.
being used in the rest of the analysis. A better approacﬁ) Figurép7 impligs that using the 1.25 MeV approximation
would be t%razﬂgpt_ a standa'rd va!ue for the prOdUCtmakes the previous value 0.14% low compared to the value
(W/€)ai(L/p)ar " with corrections, if needed, for the g0 jated with the more realistic spectrum for a 10
variations due to different cavity sizes. In the absence of, 10 cn? field. Figure 4 suggests the previous value was
such a complete reanalysis, we will just use thhe accepte 0294 low as a result of using EGS4/PRESTA. Figure 10
value of (W/e) ; and our best estimate ok(p)7"". This  suggests that the previous value may have been 0.04% high
IS not correct in Pf|n0|p|6', but moves the product in ald'rec'because the SPRRZ code did not use photon regeneration
tion consistent with the values suggested by a detailed bykee Sec. VIl A. Figure 11 implies the previous value was

still preliminary reanalysis? 0.07% high because it was for a valuef 10 keV rather
_ than the 20 keV value appropriate for the 3C cham(isee
IX. THE RADIATIVE CORRECTION, g Table ). As discussed in Sec. VIIIC, it is now believed that

Equation 1 requires a value @f,;, the fraction of the the stopping-power ratio should be based on a density effect
energy transferred by®Co beam to electrons in air which is for the grain density and this implies a decrease of 0.23%.
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In summary, the two “major” changes in stopping-power Similar calculations for realistic spectra imply an uncertainty
ratio are from using a realistic incident spectrum for theof 0.07% on the value oK oy,,. These are conservative es-
simulations and from the change in the density effect usedimates since they represent the range of values calculated
Fortunately, these effects offset each other and the overadind thus apply for generic calculations using an arbitrary
change is a decrease of 0.18%. Ignoring the change in thealistic spectrum. The uncertainty when using a spectrum
stopping power, the other changes lead to an increase of onbalculated for the specific unit being used is taken as half of

0.05%. the range for each factor.
Figure 8 and similar calculations fdt,,,, suggest uncer-
X. B. Kyail» Kcomp » @nd Kap tainties due to the source radius dependence of 0.01% and

The value ofK, used in 1990 was 1.0218 and the cur- 0.02% forK,,4 andK,,, respectively. The effect of source

rent best estimate is 1.0220, i.e., an increase of 0.02%. Figadius on other factors is expected to be negligible.
ure 5 implies that using a realistic spectrum instead of 1.25 1 Nere is some uncertainty in the stopping-power ratio on
MeV incident photons decreasts,y by 0.08% and Fig. 9 account of the lack qf a precise dgflnltlon of F|gpre .11
implies a 0.12% increase because of using a point source!99ests an uncertainty of 0.05% if the uncertainty in the
rather than a parallel beam. Figure 3 suggests a 0.02% d¥alue ofA is 7 keV, which is an arbitrary, but conservative,
crease from using EGSnrc instead of EGS4/PRESTA. Agaiﬁsnmate' This same figure implies that if an I-value of 87 eV
the changes cancel almost exactly. is adopted for graphite, then the value of the stopping-power
Although Henry estimatel .= 1.00218 this effect was ~ at0 1S independent of the value At o
not included in the 1990 revision and hence the current esti- 1 "€ MOst complex and largest part of the uncertainty in
mate of 1.0046 represents a 0.46% increase. each factor comes from the uncertainty in the underlying
The value used in 1990 for the correctidf,, was Photon and electron cross-sections. _
0.99996) based on Bielajew’s analytic thechyThe current For the uncertainty on the stopping-power ratio we follow

estimate, based on the Monte Carlo calculations, reporteffi® @pproach used in Ref. 34 but introduce the ability to
here for a source of radius 1 cm at 100 cm is 1.Gap4 calculate ICRU equivalent st_opplng powers based on the
which is consistent with the previous value. NIST program ESTAR' and incorporate new knowledge

about the appropriate density effect correction.
X|. UNCERTAINTY ESTIMATES It is difficult to assign an uncertainty related to the choice

) ) of which density effect to use. In accordance with a CCRI
Uncertainty estimates for each of these factors are needggd .ommendation. we use the 1.70 glodensity effect and

as part of thg uncertainty budget for primary standards for ai{/et the best evidence to date suggests we should use the
kerma. As discussed in Sec. VIIIC, the uncertainty on they ain density effect which leads to a 0.23% decrease in the
stopping-power ratio itself does not entgr into this bUdgeEtopping-power ratidsee Fig. 11 Typically one might av-
because one really needs the uncertainty on the produghage the two values and take half the difference as the un-
(W/e) (LI p) ™. Nonetheless, here we will assess thecertainty. This cannot be done here since the value used is
uncertainty on the stopping-power ratio itself since this isthat adopted by agreement, so we choose to adopt an uncer-
needed for other applications such as the analysis of thginty corresponding to the full difference between the two
mean value of {V/e) ;. options.

The simplest component of the uncertainty to deal with is  The same argument could be applied to the possibility of
the Monte Carlo statistical uncertainty on each factor. It varysing the new I-value for graphite which would lead to a
ies from 0.01% or less for the stopping-power ratio andfurther decrease of 1.4% which seems too large. Instead we
Kwai, t0 0.04% and 0.03% foK,, andK oy, respectively.  have considered the effect of changing the graphite I-value

A more complex component is the uncertainty associate¢qom 78 eV by 3.5 eV, the ICRU’s best estimate of a one
with the algorithm used in the Monte Carlo code. Figure 4standard deviation uncertainty on the I-value for graptite.
suggests that the uncertainty on the stopping-power ratio ighanging the graphite I-value by 3.5 eV and using a density
0.01% or less using various options with EGSnrc, and nobf 1.70 g/cn? we get an increase in the stopping-power ratio
much more if one uses EGS4/PRESTA. RO, Fig. 3 of 0.59%. Similarly, the ICRU uncertainty on the Il-value of
implies that the uncertainty due to the algorithm is no moregjr (85.7 eV} is 1.7 eV(ICRU's table 5.6, 90% confidenge
than 0.02%. In both cases, a relatively small uncertainty reor 0.8 eV (68% confidence which leads to a decrease of
sults because the factors are based on ratios of dose calcu13% in the stopping-power ratio.
tions. This also applies to botk oy, and Ky, which have Summing these last three uncertainties in quadrature gives
much poorer statistical precision. We therefore adopt then overall uncertainty of 0.65% in the stopping-power ratio
same 0.02% for these factors without repeating the samgue to the uncertainties in the I-value and the density to use

calculations. _ o _ when calculating the density effect for the stopping powers.
The uncertainty due to the incident beam used in the calThis ignores the uncertainty in the theory and methods used
culations can be estimated from Figs. 5, 6, and 7K@k, to calculate the stopping power, but we will assume these are

Kan, and (f/p)g{fp““% respectively, by examining the varia- small compared to the uncertainties already mentioned.
tion in the values for the three realistic spectra. This leads to Following the same general approach, if we use a graphite

uncertainties of 0.01%, 0.07%, and 0.02%, respectivelystopping power with =74.5 eV during the calculation of the
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Kcomp correction, the overall response of the chamber iSTABLE IIl. Summary of uncertainties in calculated factors. All values are in

. %. The uncertainty on the product assumes the factors are independent,
0 0
found to increase by 0.7%as expected based on the 0'6/0which is an overly conservative assumption. An uncertainty of 0.07% re-

decrease in the stopping-power ratio_ ment_ioned ajyduet flecting the accuracy of the Spencer—Attix theory without a fluence correc-
the change in the value oKy, itself is only 0.06 tion factor is not includedsee Sec. Xl

+0.06%, a reflection of the small change in the calculated ,
responses due to the differences between graphite and poly- (gg""ph'w

styrene. Including the uncertainties concerning which density  gect Pl 4 Koual Kar  Keomp  Product
effect to use for graphite and the uncertainty in the polysty-

. . tatisti <0.01 <0.01 .04 :
rene stopping power leads to an overall uncertainty of 0.08% Zlgofitﬁsm 8 82 8.82 00?02 00(.)52
in K¢omp due to the uncertainty in the stopping powers. spectrum 0.01 <001 004 004
The values oK, andK 4, are insensitive to the electron  source size 0.01 0.02
stopping powers since they are ratios of calculated doses. distance 0.01
This was confirmed when only a statistically insignificant A selection 0.05
change of 0.01% i, was observed during an investiga-  subtotals 0.05 0.03 0.06  0.05 0.10

tion of the Ko, Uncertainty mentioned above. cross.sections
The uncertainties in thgse factors resulting frqm lt.he Pho-  iectron 065 001 - 0.08
ton cross-section uncertainfgbout 1% are less significant photon 0.01 0.14
because almost all factors are ratios of calculations. Thus, in
principle the stopping-power ratio and the valuekof, are
independent of any reasonable change in the photon cross-
section. The values &, andK .y, are in principle sensi-
tive to uncertainties in the photon cross-section. Mainegra- i ) .
Hing etal® have studied the sensitivity oK,y to the Whgre_DgaS is calculated for a point source mc.ldent on the
uncertainty in photon cross-sections and shown it to be verjfalistic model of the 3C chamber. Solving this #yera
small: a 1% change in the photon cross-sections yields ledd USing the fact tha meq= (14/ p)med (Since all absolute
than a 0.01% change in the calculated valuggf, for the ~duantities are normalized per unit photon fluéngives
Canadian standard 3C chamber. Similarly, a worst case 1% (e P)wal(L=Gwa) (e P)wall
increase in the photon cross-section of one material and a Koveral™ =
corresponding 1% decrease in the ottgnaphite and poly-
styreng leads to a 0.14% change in the calculated value offom which we get Koera=1.0269 which is 0.13%
Kcomp: IN theK, case this lack of dependence on the crosslower than tkE value_ 1.0282 determined as the product
section can be understood in the sense that the increase ma“Kaermp(L/p)g{f‘ph“e. One might expect that the calcu-
decrease in the attenuation is always made up for by a contated value ofK, e, Would have a smaller uncertainty than
pensating decrease or increase in the scatter, and these nedhg product of the four factors. However, calculatitg,era
cancel. In the case df.,mp, ONe must recognize that it is requires the absolute calculation of the dose in the chamber
only the 0.5% composite wall effect that is sensitive, more orcavity and this quantity is subject to the 0.1% systematic
less directly, to the cross-sections. Thus the 1% uncertaintyncertainty in this EGSnrc calculatitfh(ignoring uncertain-
in the cross-sections has a much reduced effect on the calies from the cross-sectionsAs shown above, this uncer-
rection factor itself. tainty does not apply to the various correction factors since
Table 1ll summarizes the uncertainties on these factorsthey involve ratios of dose calculations, and these are subject
The uncertainty in the underlying cross-sections dominateto smaller uncertainties. In the comparison there is also the
the uncertainty in the stopping-power ratio aikg,,,. The  uncertainty in the Spencer—Attix theory as applied here. In
remainder of the uncertainties are very small. Note also thaparticular, no account has been taken of a possible fluence
the current analysis is very conservative since correlationsorrection factor which might be of the order of 0.07% as
between the various quantities are ignored. It is possible tsuggested by the results of Boeg al. for the 3C chamber

Totals 0.65 0.03 0.06 0.17 0.67

, )

Dgas D gas

write with pure graphite walfsand of Mainegra-Hinget al® for
plane-parallel chamber&lthough these were conservative
Ks=(Dga J(Wﬁ”)graphitevparallqlDgﬂgisﬁcvpoim’ (5)  estimates since there is a comparable uncertainty in the ac-

curacy of the calculations This uncertainty exists in both

where K5 replaces the produdt K aKcomp: Doing this approaches: it enters directly into the calculation of the un-
calculation would reduce the uncertainties somewhat, in pa/€eainty onKoyerg, Whereas when applying the individual

ticular, reducing the statistical uncertainty for the same com€Orrections, itis just an overall uncertainty in the application
puting time. One could go one step further and calculate afRf Spencer—Attix cavity theory without a fluence correction

overall correction factor, replacing E¢#) with factor. _ S
Given the 0.10% uncertainty on the product given in
D —\ air Table Ill and the above observations, the 0.13% difference
Kmf:% ( ﬂ) Koveral (GY), (6) 'betweemo\,?@,and the product of the four correction factors
Gwall) \ P/ ya is not surprising.
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Although the calculation oK., iS equivalent to the Aside from the stopping-power ratios, the other major
approach taken in this article, it breaks with the traditionalchange in the Canadian standard is the introduction of a new
concept of a correction factor and we will not use it. value forK omp. The polystyrene insulator leads to a 0.46%

correction for the 3C chamber.
XIl. DISCUSSION Studies have shown th#t,,,, must be calculated using a

These results impact directly on an araument in a recer\GiStic spectrum for th€°Co beam, but the details are not
P y g éritical provided a mono-energetic beam is not used. Simi-

5 . .
?f%%zt\(l)vr(])%ra,ef;tfov;latiea:gltjigdo;hﬁte tgznr;?j?;nugi':}/ke\ﬂl;elarly, it is important to do the calculations for roughly the
sténdard(Which uses a calculated value bf,) and the correct source distance, but this is not critical as long as a
wall parallel-beam configuration is avoided. TKg,, values are

Frenph s_tan’dar(i/vhlch l_)asef |ts_ m_easu_reo_l va_llue B completely insensitive to the radius assumed for tf@o
on Bielajew’s modéf) gives “an indirect indication that the source

Bielajew model and the Monte Carlo technique give consis- The values oK, do not depend significantly on the spec-

tent values for the wall correction factor.” With the recognl—/trum used for their calculation and there is only a slight

I 1 0,
tion that .the NRC standard should be increased by_ 0.54 %barely significant for reasonable raddependence on the
the previously good agreement becomes less Sat'SfaCtorXSSumed source radius

+
\lesze d%gik?e_lgr.gr?:r; ;girgtrgrblign drgt?r/nile n t?ﬁer?lzfﬂgds The overall increase in the Canadian primary standard for
v 36 y KOG air kerma based on these Monte Carlo calculations is 0.54%.
they use is 1.01520.0021;" whereas the Monte Carlo cal- ~. . . .
X ; iven the many changes being made in other primary stan-
culated value for their chamber is between 1.0244 an
dards as they adopt calculated valuesKqf,, and K, for

1.0241(the chamber is a cylinder with two spherical ends . . :

o . some laboratoriegsaverage increase expected is 0)8%he
and the two values are for cylindrical and spherical mOdelschan e in the Canadian standard will onlv prevent Canada
of the chamber, respectivel}? If we were to use the Monte 9 yp

from becoming an outlier since we already have been usin
Carlo calculatedK,,; value of 1.0243 for the French stan- g y 9

; ) alculated values fdK,,, andK ,,. An in-depth reevaluation
dard, the result of the comparison, after correcting the NRC : Cwall S van
' ! g ) of previous comparisons will be made once the other stan-
standard by 0.54%, would be 1.004This is still not as previou par i

satisfactory as the original result. In any event, the reviouéj ards have been changed
y 9 ' y ! P NRC intends to adjust its standard in the near future to

close agreement does not tell us much about the accuracy Péflect the changes in the correction factors used, but clients
the particular models used to determifgy . . o :
will be formally notified when this occurs. Any changes
based on changes in electron stopping-power values will
Xlll. SUMMARY AND CONCLUSIONS likely await a CCRI/standards-laboratories decision to make
The calculations presented here demonstrate that valu@schange in the recommended values.
of the correction factors needed for primary standards of air
kerma can be reliably calculated using Monte Carlo. This
work presents the first systematic effort to assign realisiACKNOWLEDGMENTS
uncertainties to many of these calculated factors. The sensi-
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