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Abstract.  The experiment of Feist and Miiller to measure lhe stopping power of
polystyrene f{or 5.3 MeV electrons passing through stabs is re-analysed using a for-
malism presented here and correction factors obtained from Monte Carlo calculations.
The more careful analysis changes the experimentally determined stopping power by
1.7% from 1.913 10 1.882 MeV g=! em? at 5.37 MeV. Appropriate statistical methods
show thatl the uncertainty on the derived stopping power due to the stated uncertainties
on the measurements is increased from Feist and Miiller’s value of 1.2 o0 5% if the
same data are analysed or 3% if the initial data point is included in the analysis after
corrections are made for secondary electrons. Systemaltic uncertainties in the calculated
correction factors lead to an uncerlainty in the stopping power of 0.9%. Correction
factors are provided for measurements with slabs of thickness up 1o 1.0 g om~?. Using
two additional measurements for thicker slabs with measurement uncertainties similar to
the previous ones, the statistical uncertainty due to the measurement can be reduced 10
less than [%. 1t is shown that in general the average pathlength traversed by electrons
passing through a slab of material is not given correctly by the PRESTA pathlength cor-
rection nor by the Fermi-Yang correction for thicker slabs. The most reliable way to
calculate the average pathlength is 10 use the Monte Caro technique.

1. Introduction

Electron stopping powers play a central and critical role in radiation dosimetry. Un-
certainties in stopping powers translate almost directly into uncertainty in stopping-
power ratios and hence into uncertainty in almost all measurements made with ion
chambers, including those of primary standards. The values used in practical dosime-
try have beer based on theoretical calculations and have been summarized by ICRU
Report 37 (1984). Unfortunately, there are few experimental measurements of stop-
ping powers with a precision even approaching the theoretical uncertainties of 2 to 3%
in the energy range of interest in radiation dosimetry (i.e. 10 keV to 50 MeV). The
most precise measurement reported to date i that of Feist and Miller (1989) who
determined the total stopping power ol polystyrene for 5.3 MeV electrons by mea-
suring the energy absorbed in a ferrous sulphate solution placed behind polystyrene
slabs of various thicknesses and irradiated by an electron beam with a well known
encrgy and total charge. They reported a medsurement uncertainty of 1.2% (one
standard deviation) and their measured value agreed with the calculated value of
ICRU Report 37 (1984) to well within this uncertainty. A measurement with this
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accuracy represents a significant improvement in our knowledge of clectron stopping
powers.

As part of an NRC project to measure electron stopping powers (Faddegon er
al 1991) we have re-analysed the results of Feist and Miller. We have found that
changes in the measured absorbed energy of only 0.2% translate inte a 3% change
in the measured stopping power because the experiment is only measuring a 6%
difference in energy loss in the slabs. Seeing such large changes in the fitted result
caused by such small corrections led to a re-analysis of all the mechanisms of energy
loss and of the uncertainties. By making use of detailed Monte Carlo calculations
the data analysis has been refined to give a more accurate estimate of the stopping
power. The uncertainty estimates inherent in the fitting of the data were found
to be significantly jarger than those obtained by Feist and Miller who ignored the
measurement uncertainties in their procedure.

After a brief description of Feist and Miller's experiment and the Monte Carlo
calculations used here, each of the corrections is discussed in turn as well as an
evaluation of the statistical analysis.

2. The measurement of electron stopping powers

2.1. Feist and Miiller's experiment

Feist and Miiller's measurement of stopping power was based on the Physikalisch-
Technische Bundesanstalt (PTB} high-precision Fricke dosimetry system which was
used to measure the total energy of electrons after passing through polystyrene slabs
ranging in thickness from 0.1 to 0.26 g cm~?. The experimental system is shown in
figure 1. By making use of the well established total charge and energy of the mono-
energetic accelerator beam, Feist and Miiller were able to calibrate the response of
their Fricke dosimeter in terms of the energy of the electrons entering it. It was
assumed that the calibration did not change as a result of the small changes in the
electron spectrum caused by the passage through the slabs.

The thickness of the polystyrene slabs was determined by weight and arca mea-
surements and the effective pathlength of the electrons in the slab was calculated
taking into account their multiple scattering. To do this Feist and Miller used one
half of the Yang (1951) pathlength correction (PLC) based on observations by Heb-
bard and Wilson (1955) that the Yang correction tended to be high by a factor of
about two and a more recent confirmation that the Yang correction was too large
(Bielajew and Rogers 1987). Feist and Miiller's PLCs ranged from 0.38 to 0.9%.

The uncertainty in the absorbance of the irradiatcd Fricke solution per unit inci-
dent charge from the accelerator beam was given as 0.2% (one standard deviation)
which translates directly into the uncertainty in the energy absorbed by the solution
per unit incident charge. A precision this high has bcen achieved at only a few lab-
oratories. The approach used by Feist and Miller to extract the electron stopping
powers is described in the following section.

2.2. A formalism for analysing energy-loss data

Consider a beam of electrons passing through a uniform slab of matcrial of thickness
t, (in g cm~2). The basic rclatlon:,hlp used to determine Stopping powers is
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Figure 1. The elements ol the Feist and Miiller experiment (not to scale). The accelerator
beam has an energy of 5.651 MeV and energy widih of 25 keV. The acceleralor exit
window is a 0.005 cm thick picce of mylar (Hostaphan) which is followed by a 9 cm
air gap. Polystyrene slabs ranging in (hickness from 0.1 10 026 g cm™? were placed
directly in front of the Fricke detector which was 3 em in diameter, 3 em thick and had
a 0.005 cm thick polyethylene front wall. Feist and Miller report the average energy
of primary electrons incident on the slab as 5624 MeV. Electrons | and 2 lose energy
passing through the slab and deposit all of their residual energy in the Fricke solution
(this represents 97% ol the evenis). Eleciron 3 is a secondary electron generated in
the slab but which transfers some energy 1o the Fricke detector. The change in this
process with slab thickness is accounted for by the correclion ksec(t). Photons 4 and
5 are bremsstrahlung photons created in the stabs, most of which pass through the
Fricke detector (4) and some of which deposit some energy there (5). These events are
corrected for by the ky kys factors. Phoion 6 represents energy loss from the Fricke
solution by iransmitted leakage, most of which is from bremssirahlung generated in the
solution. Electron 7 represents backscattered electrons. Both energy losses from the
detector are accounted for in the calibration factor A’ and the changes in these losses
with slab thickness are accounted for in &.(t). Electron 8 is backscattered from the
siabs and electron 9 stops in the slab. The change with thickness of these processes is
accounted for by kg, (f).

\detector
wall

where (S/p),,, is the total electron stopping power (in MeV g=! em?), AE i
the average energy lost (in MeV) by a primary electron as it passes through the slab
and ¢, the effective thickness of the slab (in g cm™?2), is the average pathlength of the
primary electrons as they traverse the slab. If the average energy of primary electrons
after traversing a slab of effective thickness ¢ is given by £, (1), then

AEprim(i) = EU - Epr’im( !) (2)

where £, is the average energy of primary electrons incident on the slab. Hence:

S
(_) t= EU - Eprim(t)' (3)
P /ot

If E,,({) s measured for a variety of t values, {5/p),,. is given by the slope of

Ey— E (1) plotted against t. Stopping powers change with electron energy but
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since they vary slowly and in a linear fashion with energy and pathlength, the stopping
power given by (1) is for the mid-point energy in the slab. In (3), although (S/p)..
is a function of ¢, when fitting the slope to data for several thicknesses as in this
experiment, the value obtained is the stopping power at the mid-point energy of the
thickest slab included in the fit.

In their experiment, Feist and Miiller measured A(t), the absorbance of the
irradiated Fricke solution immediately behind a slab of thickness ¢, per accelerator
electron. From this measured value one needs to determine the average energy per
transmitted primary electron for use in (3). As a first step, define a calibration factor
k(t) such that

k(1) A(t) = E(1) 4)

where E, (t) is the electron energy transmitted through the slab per transmit-
ted primary electron plus the electron energy absorbed in the Fricke solution
by bremsstrahlung photons generated in the slab. The detection efficiency for
bremsstrahlung photons is handled separately later. This somewhat complex quantity,
E,., is introduced to allow a rigorous formalism to be developed. The factor k(t)
has several components. Consider the case of the electron beam incident directly on
the detector. In this case

KA(0) = E(0) = E,, ()

where E, _ is the total electron energy incident on the detector per primary electron
incident on the detector and K converts the absorbance per accelerated electron into
the electron energy incident on the detector per primary electron incident on the
detector. In essence K converts the absorbance to energy units. It also accounts for
the energy losses from the detector which amount to a little more than 2% in this
case and it accounts for accelerator electrons which are scattered away by the exit
window and air (a 0.15% effect in this case). E; . is very slightly (0.02%) greater
than E, because of air and exit window generated secondary electrons which enter
the Fricke detector. E; is about 0.6% less than the accelerator energy because of
energy losses in the exit window and airt. Feist and Miller determined K using (5)
with E,,. = E; and then assumed k(1) = K.

However, in general there are several other effects which need to be taken into
account. As slabs of different thickness are placed on the front of the detector, the
detector’s efficiency (defined as the energy absorbed in the detector divided by K, )
may change because of the differences in electron energy and angular distributions
incident on the detector. This can lead to different bremsstrahlung leakage from the
back and sides of the detector and difterent backscattering from the front. A factor
k,(t), defined as the detector’s efficiency with no slab present divided by its efficiency
with a slab thickness ¢ in place, corrects for these changes (note that k& (0) = 1.0 by
definition, and if the detectar’s efliciency increases, k, decreases). At the same time
as accounting for the detector’s efficiency, the overall calibration k(1) converts from
absorbance per accelerator electron to an energy per transmitted primary electron
(4) and thus must account for any primary electrons that fail to reach the detector.
A factor k. (1), defined as the ratio of primary electrons incident on the slab to
primaries transmitted by the slab, accounts for these losses of primary electrons (note

t Feist and Miiller give 0.5% for this number, but the difference is inconsequential.
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that k,(0) = 1.0 by definition as well and it is assumed that the loss of electrons
due to scattering in the air and exit window remains constant and is accounted for in
K). To summarize,

k(t) = I“’ke(t)kloss(t)' (6)

In their paper Feist and Miiller assumed k,(t) - ky,,(¢) = 1. For the range of
thicknesses that they considered, this approximation is accurate (shown later).

Having established how to determine E, (¢} using (4) and (6), one must determine
how to make use of it in (3) to determine the stopping power. From the definition
of E,, for particles leaving the back of the slab

Etr(t) = Eprim(t) + Esec(t) + kbt‘ Ebrem(t) (7)

where E_; . (t) is the average energy of transmitted primary electrons (as necded for
(3)); E,..(t) is the average energy of transmitted secondary electrons per transmitted
primary electron; E, ... (t) is the average energy, per transmitted primary electron,
of bremsstrahlung photons which were generated in the slab; and k, is the fraction
of the bremsstrahlung energy which is absorbed in the detector. As shown later, the
last term is small (= 0.4%) and in practice k,; i$ not a function of .

Feist and Miiller recognized the existence of secondary electron effects but as-
sumed that the thinnest slab was thick enough to create secondary charged particle
equilibrium and they assumed that £, .(¢) was a constant, i.e. (7) becomes (ignoring
the bremsstrahlung terms)

Etr(t) = Ep:‘im(t) + Esec' (8)

Using this equation in conjunction with (3) for ( §/p),,, and substituting (4) and (6)
for E,(t), and using Feist’s and Miller’s assumption that k ({}k.(¢) = 1.0, leads

to
— E0+Esec_ 1 S
A == f(p)j ®

which holds only for ¢ greater than the buildup thickness and the subscript o on the
stopping power indicates it was determined ignoring bremsstrahlung effects. This is
the equation used by Feist and Miiller to determine (S5/p), from the slope of the
line fit to A(t) against ¢ with K™ given by E,/A(0) ((5) with E, . = E;). Note that
the intercept of this line is greater than A(0)(= E,/K) by E_ /K.

However, as shown below, £ _(t) is not a constant and thus (7) for E, (t) should
be rewritten

Epl"im(t) = [Etr(t) - kbt‘ Ebrem( t')]ksec(.[') (10)
where

Eprim(t)
EPI'IIII (t) + Es(—r_‘( t)

koo (1) = (11)

is a correction to account [or secondary clectrons exiting from the back of the slabs
along with the primary transmitted electrons.
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Consider first the no bremsstrahlung case (i.c. ky Ey ., () = 0.0). Again starting
from (3) for (S/p),, and (10) gives

(—i—) t= EO - Etr(t)ksec(t)' (12)
Substitution of (4) and (6) leads to
k]oss(t)ks(t)ksec(t)A(t) - ?_:-) - % (—j') t. (13)

As before, the stopping power is — /' times the slope. But in this case the absorbance
data are subjected to a series of correction factors and the absorbarce data with no
slab in the beam may also be included in the fit. The calibration constant X is given
by E,/(k,.(t — 0)A_ ) where A is the fitted absorbance for the no slab case (i.e.
t = 0.0). This ratio is very close to the value of E,/A(0).

To this point bremsstrahlung production has been neglected. Since the electrons
only lose a small portion of their energy in the slab, the radiative yield does not change
significantly and the slabs are thin enough that reabsorption of bremsstrahlung in the
slab is negligible. Hence we can write

Ebrem(t) = kbrAEprim (14)

ie. the average bremsstrahlung energy from the back of the slab per transmitted
primary electron is proportional to the energy lost by the primary electron in the
slab. Feist and Miiller took

S S
Bor = (5) / (z) (13)

which is confirmed as a good approximation later.
Again using (3) for (S/p},,. and substituting (10} for E
Ebrem(t) giVCS

(3) = Bo- Bultbundt) + bk S (16)
p tot P tot

Here (S/p),,. is the stopping power evaluated when bremsstrahlung production is
taken into account. The first two terms on the right are just ¢ times {(S/g),, the
stopping power in (12) evaluated ignoring bremsstrahlung production. Substituting
and rearranging gives:

(2= Gl T

where k.(t), which is within 0.4% of unity, has been taken as 1.0 in the already
very small bremsstrahlung correction term. This equation allows the correct stop-
ping power to be determined by finding (5/p), using (12) with no corrections for
bremsstrahlung production and then making a correction after the fact. This same
technique was used by Feist and Miller. Note that if the detector was not sensitive
to bremsstrahlung at all, then k,, = 0.0 and (5/p), is the total stopping power.
However, if the detector were 100% cificient at detecting the bremsstrahlung (i.e.
kye = 1.0), then under the approximation found in (15), the experimentally mea-
sured { S/p), would be the collision stopping power.

With this formalism in place, the Feist and Miller experiment can be re-analysed
using the Monte Carlo calculations described in the following section,

prim(t) and (14) for
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3. Monte Carlo calculations

A series of Monte Carlo calculations have been done to analyse this experiment. The
EGS4 code system for simulating electron and photon transport was used (Nelson er
al 1985, Nelson and Rogers 1989). The electron stopping powers used were those of
ICRU Report 37 (Duane e al 1989).

The EGS4 user-code MSTEST was used to score the number and energy of
photons and of primary and secondary electrons with energies greater than 10 keV
which either emerged or were backscattered from slabs of polystyrene with thicknesses
corresponding to those used in the experiment. At the same time the total pathlength
of each primary electron passing through the slab was scored by adding up the
straight line paths of the electrons in each step. Calculations were done with very
short electron step lengths (less than 0.5% energy loss by continuous processes per
step, i.e. ESTEPE = (.5%) to ensure that the proper curved path of the electron was
simulated in detail. A small correction (<0.1%) is made for the fact that the electron
paths are very slightly curved, even in these short steps.

Several hundred thousand electron histories were tracked in each case to obtain
a statistical precision on the energy lost traversing a slab ar least as good as 0.2%.
The code MSTEST was used to calculate ¢, k.. and k., assuming mono-energetic
parallel beams of 5.6 MeV clectrons.

The user-code DOSRZ was used to score the energy deposition in the Fricke
solution for the various experimental situations. The simulation took into account the
exit window of the accelerator (0.005 cm of Hostaphan, i.e. mylar), 9 cm of air, the
polystyrene slabs, the 0.005 cm thick polyethylene front wall of the Fricke solution’s
container and the Fricke solution. The PRESTA algorithm (Bielajew and Rogers 1987)
was also used to speed up the calculation since 10° incident electron histories were
followed in each of several configurations. Electron and photon histories were tracked
down to energies of 10 and 1 keV respectively. From these calculations, the factors
k (1) and k,.(¢) were determined.

loss

4. Effective slab thickness

Table 1 presents four estimates of the ratio 1/t wherc ¢ is the effective thickness or
mean pathlength of the primary electrons which pass through the slab, and ¢, is the
thickness of the slab:

(i) those from the Monte Carlo code MSTEST;

(ii) those presented by Feist and Miiller;

(i1} those predicted by the rLC algorithm which is included in the PRESTA algo-
rithm (Bielajew and Rogers 1987); and

(iv) those given by the Fermi-Yang algorithm used in the default version of EGS4,

In the latter two analytic calculations, the mid-point energy in the slab was used. For
thicknesses up to 0.27 g cm~*, the combination of systematic and random uncertainty
in the Monte Carlo calculated values is estimated to be +0.1% which represents an
uncertainty of between 5 and 10% on the extra pathlength being calculated.

The results indicate that the values used by Feist and Miiller are considerably
lower than the correct values from the Monte Carlo calculations although their values
are roughly one-half of the Yang correction as they asserted.
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Table 1. The ratio t/tg, of the effective mean pathlength of primary electrons to the slab
thickness for 5.6 MeV electrons passing through slabs of polystyrene as calculated: (i)
using the Monte Carlo code MSTEST; (ii) by Feist and Miiller; (jii) using the PRESTA
PLC algorithm evaluated at the mid-point energy in the slab (Bielajew and Rogers 1987)
or (iv) using the Fermi—Yang algorithm used in the default version of EGS4, also at the
mid-step energy.

to t/to

Thickness  Monle Feist and PRESTA  Fermi-Yang
g cm~2 Carlo*  Miiller

0.1057 10074 1.0038 1.0053 1.008

0.1580 1.0114 1.0057 1.0082 1.612
0.2122 1.0157 1.6071 1.0112 1.016

0.2652 1.0200 1.0090 10143 1021

.53 1.043 e 1032 1.048

1.06 1.093 _ 1.083 1.140

* Estimated one standard deviation uncertainty (sysiematic plus random) of 0.1% for
thicknesses used by Feist and Milller.

For the thinner slabs, these results suggest that the Fermi-Yang predictions are
more accurate than the PRESTA results. This agreement for the thin slabs may be
fortuitous. For the thickest slab the PRESTA PLC is considerably more accurate. The
PRESTA PLC starts from the same definitions as the Fermi-Yang PLC but dees not
introduce a small angle approximation and thus, in principle, includes more accurat¢
physics. The PRESTA PLC has been shown to give more accurate results in Monte
Carlo calculations (Bielajew and Rogers 1987). However, PLCs used in Monte Carlo
calculations are not applicable in the thin slab case because the Monte Carlo PLC
usually addresses the question: ‘Given a particular curved pathlength, what is the
average straight pathlength of the electron in the original direction?. In the situation
for a thin slab, the straight pathlength is known and the mean curved pathlength is
sought. Although the functions involved can be inverted mathematically, the present
results show that this is not physically meaningful, especially for the PRESTA PLC in
which large angle scattering in a homogeneous medium is taken into accountt. The
current results demonstrate that the best way to calculate the effective pathlength of
electrons passing through a slab is by using Monte Carlo calculations.

The Monte Carlo calculated values for the effective thickness imply that Feist
and Miller systematically underestimated the cffective pathlength of the electrons in
the slabs and thus overestimated the electron stopping power. As shown in figure 2,
using the correct pathlengths appears to have a minor effect, but re-fitting the data
using the Monte Carlo calculated values ol ¢ implies the measured stopping power
is reduced by 1.6% because the effective thickness of the three slabs being analysed
changes by this amount.

5. Effects of transport of secondary electrons

As the electron beam passes through the slabs of polystyrene it scts in motion some
secondary knock-on electrons. The energy absorbed behind these slabs includes the

t We are indebted to our colleague Alex Bielajew for poimting this out.
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Figure 2. The corrected absorbance per unit accelerator charge divided by a nominal
mean energy of primary electrans after passing through a stab of that effective thickness.
The nominal mean energy is calculated assuming the electron stopping power is 1.915
MeV g=! cm®. This plot allows the effects of small variations to be seen. If the
fCRU Report 37 siopping power is correct, lhe correcled data should fall close to a
horizontal line. The stars are the original data of Feist and Miiller with the experimental
uncertainties of 0.2% shown and their fit is shown by the long broken line. The crosses
denote the values using the Monte Carlo calculated effective thickness and the fit is
shown as a full line. The values change relative 1o the Feist and Miiller data because of
the mean energy implied by the different effective thickness. The fitted values project
back above the no slab result (tower left} because of secondary electrons generated
in the slab which enter the Fricke solution for all but the first point. The chain line
is the fit to the four data points corrected for secondary electron (triangles) whereas
the short-broken line is a fit 10 the same data but including the no slab datum point.
The fuli line represents a fit 1o the data {boxes) correcied for secondary electrons and
kigss (t) k(). All the data have the sume measurement uncerlainties as the stars.

energy from these electrons whereas the measurement in the initial beam does not
include this component. Thus the initial data point appears low relative to the others
(see figure 2). Feist and Miller assumed that £, the energy from secondary
electrons, was a constant behind the various slabs of polystyrene in order to analyse
their data using the equivalent of (9).

Table 2 presents the results of the Monte Carlo calculations where the energy
from secondary electrons emerging from each slab has been scored separately and
reported as the correction factor, k. .(t) given by (11} as the ratio of the energy of the
primary electrons emerging from the slab to the total energy of emerging electrons.
It was verified that the choice of low-energy threshold between 10 and 100 keV has
no effect on the calculated value of k,,.. The statistical uncertainty on the correction

factor is 0.01% which represents an uncertainty of 1 10 2% on the value of E,, .
A conservative estimate of the systematic uncertainty is somewhat larger, say 0.05%.
Contrary to the assumption of Feist and Miiller, the table shows that the secondary
¢lectron component is not a constant. The region of build-up of secondary electrons
could, in principle, be as thick as 1.5 g cm~? since this is the range in polystyrene of
the maximum energy knock-on electron that a 5.6 MeV electron can produce.

The values in table 2 were obtained using the code MSTEST with mono-energetic



978 D W O Rogers and B A Faddegon

Table 2. The correction factor k..c(t) given by the Monte Carlo calculated ratio of
energy of the primary electrons emerging from the slabs to the total electron energy
emerging. The one standard deviation statistical uncertainty in the results is 0.01% and
the systematic uncertainty is 0.05%.

to kscc ( t)

(g em~2)  (primary emergy/total energy)
0.0 0.9998

0.1057 0.9973

0.1580 0.9963

42122 0.9957

0.2652 0.9952

0.53 0.9936

1.06 09927

incident pencil beams. Calculations were also done using a code which took into
account the accelerator exit window and the intervening air. This leads to a slight
correction for secondaries in the open beam case, It was also verified that using the
more complete simulation has no effect on the calculated values of k..

The correction factor k.. (¢) shows that full build-up of the secondary electrons
is achieved by the first slab to within 0.2% compared to the tourth slab. However,
the total energy loss being analysed is only 5.5% and thus the 0.2% correction leads
10 a 3% change in the stopping power deduced using {13) and maintaining the Feist
and Miiller assumption that &k, =1 as well as not including the ¢ = 0 point in
the fit.

If the effects of secondary electrons are properly corrected for by the Monte Carlo
calculated factors, then the data measured behind the slabs should extrapolate back
to the point measured for the incident beam. The initial point still falls below the
extrapolated line (the chain line in figure 2}, but it is only 0.3% low compared to being
0.5% low before the secondary electron effects are taken inte account. However, if
the data point for the incident beam is included in the analysis of (13), the stopping
power changes by 3.1% compared to when it is not included. The quality of the fit
decreases but is still good (x*/degree of freedom = 0.26). Fortunately these various
changes tend to cancel each other.

6. Effects of electron losses

As discussed in section 2.2, it is essential, in principle, to correct for the effects
of electron losses through the factors &, and k, in (13). Table 3 presents values
of k.(t) calculated as the number of primary clectrons incident on the slab per
primary electron exiting from the back of the slab. The precision of this factor is
very good (< +0.02% except for the thickest slab) since only a very few electrons do
not get through the slab. Calculated results which take into account the accelerator
exit window and air are indistinguishable from these values of & ,. This correction
mostly takes into account the changing backscatter (rom the slabs. This is seen by
considering the factor ki, (= primary electrons incident on the slab per primary
electron either transmitted or reflected) which i within 0.02% of unity except for
slabs thicker than used. For the 1.06 g cm™* slab, k., shows that about 2% of the
electrons actually stop inside the slab.

D55
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Table 3. Summary of calculated corrections for eleciron losses. kjo;, iS5 the matio of
the number of primary electrons incident on the slab o primary electrons transmitted
by the slab. k.., would correct only for particles which stop inside the slabs (given by
the ratio of incident elecirons o those primaries transmitted and reflected). k. shows
the changes in the Fricke detector's efficiency relative to the case with no slabs present,
kloss ke Was assumed o be unity by Feist and Miiller, a good assumption as shown in the

last column. One standard deviation statistical uncertainties in the last digit are shown

in brackets,

to klbss k]‘(,és k. Kioss e
g cm—?

0.0 1.0000 1.0000 L0000 1.0000

0.1057  1.0003(1) 10000  09996(2)  0.9999
01580  10005(2) 10000  09997(2)  1.0002
02122 10007(2) L0001  09995(2)  1.0002
02652 10010(2) 10002 09994(2)  1.0004
053 LO036(2) L0012 10008(2)  1.0044
106 10261¢10) 10209  10083(2) L0346

Table 3 also presents the correction factor k, which accounts for changes in the
detector efficiency as slabs are added. As the slab thickness increases, the decreasing
mean energy of electrons incident on the detector means that the radiative yield of
the electrons in the Fricke solution decreases and hence the bremsstrahlung losses
from the detector decrease causing the efficiency to increase (by about 0.2% for the
026 g em~? slab). At the same time the backscatter losses increase because of the
lower incident energy which causes the elliciency to decreasc by about 0.1%. The net
effect is that the efficiency varies by only 0.06% for the slab thicknesses analysed by
Feist and Maller.

The table shows that what variations there are in k, and k., tend to offset each
other. As assumed by Feist and Miiller, the net effect is that the product k()& (2)
stays within 0.04% of unity (which is the statistical precision of the two calculations).

It is difficult to estimate the systematic uncertainties in k. and k. If it is
assumed there is a 10% systematic uncertainty in the calculated losses which are being
corrected for, then the uncertainty in k., is dominated by the statistical precision
except for the two thickest slabs where the uncertainty would reach +0.3%. Similarly
the uncertainty in k, is likely dominated by statistical uncertaintics since only the
ratio of two similar calculations is being sought.

In the no slab case, one can compare the calculated energy loss from the detector
of (2.454£0.02)% with the value of 2.7% reported by Feist (1982) (not inciuding the
energy loss in the Hostaphan or air). ‘

7. Effects of bremsstrahlung

Using the results of the MSTEST runs, it is found that the the approximation in
(15) for the energy of the bremsstrahlung photons produced in the slabs i$ accurate,
the Monte Carlo calculated value of &, being 0.038 £ 0.001 (for all t) rather than
the value 0,036 used by Feist and Miller. Monte Carlo calculations with DOSRZ for
a 5.6 MeV thin-target bremsstrahlung spectrum (Schiff 1951) incident on the Fricke
detector show that absorption of scattered photons in the Fricke solution increases
the fraction of the bremsstrahlung energy [rom the slabs reabsorbed in the Fricke
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solution, ky;, from the value 0.08 used by Feist and Miiller to 0.089 £+ 0.001. Thus
the correction to the stopping power given by (17) is 1.0034 + 0.0001 which is
comparable to the factor 1.003 used by Feist and Miiller.

8. Statistical analysis

Re-analysing the original data using (9) as done by Feist and Miiller gives a stopping
power value of 1.906, MeV g=! cm? in good agreement with their value of 1.907.
The 68% confidence level internal and external uncertainty estimates on the stopping
power are +4.5% and +1.5% respectivelyt. The external uncertainty estimate is
much lower than the internal uncertainty estimate because the data fall on a very
good straight line, much better that expected based on the random uncertainty on
each point (the x? per degree of freedom is 0.06 which has less than a 5% probability
of occurring!). Feist and Miiller’s uncertainty estimate of 1.2% is likely the external
error estimate without the student’s ¢ distribution factor (1.3 for 2 degrees of freedom)
which is needed to get a 68% confidence limit. However, the internal uncertainty
estimate of 4.5% represents a lower limit on the uncertainty on the fitting parameters
when the uncertainty on each data point is known. This 4.5% value represents the
cofrect uncertainty estimate in this case.

Use of this larger uncertainty estimate is more compatible with the 3% change in
the measured stopping powers found in section 5 by introducing a relative correction
for secondary electrons of 0.2% which is within the stated uncertainty of each darta
point. The internal uncertainty estimate more accurately reflects the ability of the
experiment to measure the stopping power.

Estimates of the systematic uncertainties on all the factors in (13) must be con-
sidered to assess the overall uncertainty in the fitted values of the stopping power.
These have been given previously as: k., 0.05%; k., 0.02%; k., 0.02%; and A(t),
0.2%. The uncertainty in the PLC was estimated at 0.1% which can be treated as an
additional 0.03% uncertainty on A. The overall uncertainty, which is the quadratic
sum of these factors is completely dominated by the uncertainty on A and comes
to 0.21%. In practice the measurement uncertaintics dominate the final uncertainty
but if there were no measurement uncertainty, the systematic uncertainties on the
correction factors would imply an uncertainty of 0.9% in the stopping power. When
including the initial datum point in the fit, the uncertainty in the fitted value of A,
(which is used to determine A’) must also be included in the final analysis, but this is
a negligible effect as well. The overall uncertainty when fitting Feist and Muller’s five
data points and using the present correction factors is 3% (68% confidence level).

9. Summary and conclusions

Table 4 summarizes the values and the internal uncertainties on the electron stopping
power obtained by including the various corrections discusscd earlier. The 0.34%

t Exiernal uncerlainly estimates correspond o delermining the uncerainty on the average of n points as
8 = t(n—l)\/z:i(r. ~T)2fn{n — 1} {where t{s— 1} is the 68.3% value of the students ¢ distribution
for n — 1 degrees of ireedom) whereas the internal uncerainty estimates correspond 10 using the known

unceriainly on each measured point, ¢, to delermine s = ?1-”/2, 2. For a complete discussion in the
case of fitting functions, sce Rogers (1975).
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increase due to corrections for bremsstrahlung is included in all cases. The x%/degree
of freedom of the fit increases slightly to no more than 0.1 when fitting four data
points and to 0.24 when including the data point with no slab present. Including
the fifth data point reduces the fitting uncertainty from 5 to 3%. This reduction
occurs because the range of energy loss being fit increases, thereby decreasing the
importance of the measurement uncertainty.

Table 4. Re-evaluated total eclectron stopping powers for 537 MeV electrons in
polysiyrene. The fourth column gives the internal estimate of the 68% confidence
limits on the stopping power laking into account only the measurement uncertainly on
the absorbance per incident electron of 0.2%. The bremsstrahlung correction is included

in all values.
Case Stopping power Change from 683% confidence
{(MeV g=! cm?)  Feist and Miiller  limit

Feist and Miiller 1913 — 4.6%
Use MC pathlength. ¢ 1.883 -1.6% 4.6%
Use mc ¢ and

correct for secondaries 1.942 + 1.5%* 4.6%
Use mcC ¢,

correct for secondaries

and include no slab case 1.889 —-1.4% 2.7%
Use MC ¢,

correct for secondaries
include no slab case
and kg, ke 1.881 -1.7% 3.0%b

2 Effect of just correction for secondaries is +3.1%.
b Including systematic uncertainties on all eorrection factors.

This suggests that the best way to increase the accuracy of the experiment is
to increase the thickness of the polystyrene slabs. Tables 1 to 3 include the PLCs
and corrections for secondary electrons necessary for slabs (.5 and 1.0 cm thick. In
these cases the correction for electron losses, k, begins to vary significantly from
unity because of primaries which completely stop in the slab. Using such correction
factors, if a slab thickness of 0.5 g ecm~? were used, the uncertainty in the stopping
power from the absorbance uncertainties would be reduced to 1.4% and including
a 1lg cm? slab would further reduce the uncertainty to 0.5%. At this level the
systematic uncertainties in the correction factors make a significant contribution to
the overall uncertainty.

An important result of this work is the realization that correction factors for
curved pathlengths of electrons in thin slabs of material cannot be deduced from the
PRESTA PLC algorithm because it addresses a slightly different question. At present,
the only accurate technique is the use of a complete Monte Carlo simulation.

In summary, analysis of the data of Feist and Miilicr and making use of Monte
Carlo calculated correction factors changes the estimate of the measured stopping
power by 1.7% from 1.913 to 1.881 MeV g=! cm?, corrects the uncertainty analysis
and reduces the experimental uncertainty from 5 to 3%. The measured stopping
power is 1.8% less than the value in ICRU Report 37 of 1.915 MeV g~! cm? power of
polystyrene for 5.37 MeV electrons. The experimental uncertainty is dominated by the
0.2% uncertainty on the individual measurements of absorbance per unit charge. With
RO measurement uncertainty the systematic uncertainty is 0.9%. Without repeating
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the experiment many times, it is hard to see how this technique could produce a
result with an accuracy much better than 3%.
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Résumé

Réévaluation du pouvoir de ralentissement total d'électrons de 5.3 MeV dans e polystyréne

Les auteurs ont réanalysé expérience de Feist et Milller destinée & la mesure du pouvoir de ralentissement
d'électrons de 5.3 MeV traversant des lames de polystyréne, utilisant un formalisme présenté dans
ce travail et des facteurs de correction obtenus par des calculs & laide de la méthode de Monte
Carlo. Lanalyse la plus approfondie a conduit & un changement de 1.7% dans la valeur du pouvoir de
ralentissement déterminée cxpénimentalement, colle-ci passant de 1.912 3 1,882 MeV om? g1 3 537 MeV.
Des méthodes siatistiques approfondies montrent que lincertitude sur le pouvoir de ralentissement qui
a é1é ainsi détermingé, liée aux incertitudes annoncées pour les mesures, est augmentée par rapport aux
valeurs de Feist et Miiller, de 1.2% A 5% si les mémes données sont analysées, ou 3% si la valeur
initiale des données esl incluse dans I'analyse aprés une correclion pour les élecirons secondaires. Les
incertitudes systémitiques des facteurs de correction calculés conduisent & une incertitude sur le pouvoir
de ralentissement de 0.9%. Les auteurs fournissent des facleurs de correction pour des mesures effectuées
avec des lames dont Pépaisseur atteint 1.0 g em~2. Ultilisant deux mesures supplémentaires pour les lames
plus épaisses, avec des incertitudes de mesure comparables aux précédentes, l'incertitude statisque dle 3
la mesure peut étre réduite 3 moins de 1%. On montre que, en général, le parcours moyen des électrons
i la traversée d'une lame n'est pas donné correctement par les corrections de parcours de Fermi-Yang
ou PRESTA, qui en fait se rapporient & un autre effel. Actucllement, la scule solution précise est de
calculer le parcours moyen 3 laide de la méthode de Monte Carlo.

Zusammenfassung

Neuberwertung des Gesamtbremsvermégens von 5.3 MeV Elektronen in Styropor

Das Experiment von Feist und Miiller zur Messung des Bremsvermdgens von 5.3 MeV Elektronen beim
Durchgang durch cine Styroporplatte wurde mit Hilfe des hier vorgestelllen Formalismus, sowie mit
Komrekturfaktoren aus Monte Carlo Rechnungen dberprift. Aufgrund der genauen Analyse dndert sich
das experimentell bestimmte Bremsvermégen um 1.7% von 1.913 aufl [.882 MeV g~! em? bei 5.37 MeV.
Geeignele stalistische Methaden zeigen, daB sich dic Ungenauigkeil des abgeleieten Bremsvermdgens
aufgrund der MeBfehler von 1.2% nach Feist und Miller, aul 5% erhoht, wenn die gleichen Daten
analysiert werden oder um 3%, wenn der Anfangspunkt in dic Analyse miteinbezogen wird, nachdem auf
Sekudirelekironen korrigiert wurde. Systematische Fehiler der berechneten Korrekturtaktoren fiihren zu
einer Ungenauigkeit im Bremsvermogen von 0.9%. Korrekiurlaktoren werden angegeben flir Messungen
an Platten bis zu 1.0 g em~2, Mit Hilfe zweier zusitzticher Messungen fiir dickere Platten mit dhalichen
MeBfehlern. kann der statistische Fehler aufgrund der Messung aul weniger als 1% reduziert werden. Es
wird gezeigt, daB im allgemeinen die durchschnitiliche Weglinge, dic von den Elektronen beim Durchgang
durch eine Materieschicht mit Hilfc der Fermi-Yang oder PRESTA Weglingenkorrektur angegeben wird,
nicht korrekt ist. Diese Korrektur betritlt auwBerdem eine andere Art der Fragesiellung. Eine genaue
Berechnung der durchschnitilichen Wegliingen ist deshalb zur Zeit nur mit Monte Carlo Vertahren méglich.
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