Accuracy of Spencer-Attix cavity theory and calculations of fluence correction factors for the air kerma formalism
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EGSnrc calculations of ion chamber response and Spencer-Attix (SA) restricted stopping-power ratios are used to test the assumptions of the SA cavity theory and to assess the accuracy of this theory as it applies to the air kerma formalism for $^{60}$Co beams. Consistent with previous reports, the EGSnrc calculations show that the SA cavity theory, as it is normally applied, requires a correction for the perturbation of the charged particle fluence ($K_{\text{fl}}$) by the presence of the cavity. The need for $K_{\text{fl}}$ corrections arises from the fact that the standard prescription for choosing the low-energy threshold $\Delta$ in the SA restricted stopping-power ratio consistently underestimates the values of $\Delta$ needed if no perturbation to the fluence is assumed. The use of fluence corrections can be avoided by appropriately choosing $\Delta$, but it is not clear how $\Delta$ can be calculated from first principles. Values of $\Delta$ required to avoid $K_{\text{fl}}$ corrections were found to be consistently higher than $\Delta$ values obtained using the conventional approach and are also observed to be dependent on the composition of the wall in addition to the cavity size. Values of $K_{\text{fl}}$ have been calculated for many of the graphite-walled ion chambers used by the national metrology institutes around the world and found to be within 0.04\% of unity in all cases, with an uncertainty of about 0.02\%. © 2009 American Association of Physicists in Medicine. [DOI: 10.1118/1.3174862]
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I. INTRODUCTION

The equation used by primary standards laboratories to determine the air kerma ($K_{\text{air}}$) in a $^{60}$Co beam from measurements of the charge collected by an ion chamber free in air is given by

$$K_{\text{air}} = \frac{Q_{\text{gas}}}{m_{\text{air}}(1 - \bar{g}_{\text{air}} \rho_{\text{air}})} \left( \frac{W}{e_{\text{air}}} \rho_{\text{air}} \frac{\bar{L}_{\Delta}}{\rho_{\text{wall}}} \right) \times K_{\text{fl}} K_{\text{wall}} K_{\text{comp}} K,$$

where $Q_{\text{gas}}/m_{\text{air}}$ is the charge measured in humid air per unit mass of dry air that would occupy the cavity at standard temperature and pressure, $(W/e)_{\text{air}}$ is the mean energy deposited in dry air per unit charge of one sign released, $\bar{g}_{\text{air}}$ is the fraction of charged particle kinetic energy lost to radiative processes, $(\bar{L}_{\Delta}/\rho_{\text{wall}})$ is the spectrum-averaged ratio of mass-energy absorption coefficients, and $(\bar{L}_{\Delta}/\rho_{\text{wall}})$ is the Spencer-Attix (SA) ratio of restricted mass-collision stopping powers, often referred to as the stopping-power ratio. The correction factors for humidity ($K_{\text{h}}$), attenuation and scatter by the wall ($K_{\text{wall}}$), axial nonuniformity of the beam ($K_{\text{b}}$), and material inhomogeneities in the chamber ($K_{\text{comp}}$) have been formally defined elsewhere.\textsuperscript{2–4} Accurately determining these correction factors using Monte Carlo methods (except for $K_{\text{h}}$) has been the topic of many previous investigations. Additional corrections to account for nonideal conditions, such as radial nonuniformity of the beam or electrodes made with a different material, are typically accounted for by $K$.

In Monte Carlo investigations of the air kerma formalism, the geometry and physics of the simulation can be defined such that the various correction factors discussed above are, by definition, unity.\textsuperscript{3,4} Under these simulation conditions, the accuracy of the air kerma formalism given by Eq. (1) is limited by the accuracy of the SA cavity theory. Recognizing this, Borg et al.\textsuperscript{5} introduced a correction factor, $K_{\text{SA}}$, to account for the discrepancy between the response of ion chambers (referred to here as the charge per unit mass per unit incident fluence) and the predictions of the SA cavity theory. They calculated it as a function of energy (from 100 keV to a few MeV) for the graphite chambers used as $^{60}$Co air kerma standards at NRC, BIPM, and NIST. Their calculated values of $K_{\text{SA}}$ ranged between 0.9970 and 1.0005 for a $^{60}$Co beam depending on the chamber and the value of low-energy cutoff $\Delta$ used in the calculation of stopping-power ratio. Buckley et al.\textsuperscript{6} later showed that $K_{\text{SA}}$ is unity for one particular graphite thimble chamber at $^{60}$Co energies but is a 0.5\% correction (1.0050 ± 0.0003) for the same chamber configured with an aluminum thimble. However, neither study determined whether the $K_{\text{SA}}$ correction was due to fluence perturbations by the cavity or due to the wrong choice of $\Delta$ in the calculation of the SA stopping-power ratio since, as we discuss in the following sections, this requires an in-depth knowledge of how $K_{\text{SA}}$ is affected by changes in chamber wall material and cavity dimension.

In this investigation, the source of the $K_{\text{SA}}$ correction is deduced from EGSnrc calculations of $K_{\text{SA}}(\bar{L}_{\Delta}/\rho)^{\text{wall}}$ as a function of cavity size for an idealized plane-parallel (pp) ion chamber modeled using a range of wall materials. The ap-
approach to our analysis is outlined following an overview of the SA cavity theory as it is applied to the determination of air kerma.

I.A. Overview of Spencer-Attix cavity theory

The widespread adoption of the Spencer-Attix cavity theory traces back to the general observation in the 1950s and 1960s that it could account for the variation in response measured as a function of cavity dimension or cavity air pressure for chambers free in air, whereas preceding cavity theories, such as that by Bragg and Gray, could not. In the simplest application, as it was originally applied, the SA cavity theory assumes that for a cavity filled with medium surrounded by material and located within an unscattered, unattenuated photon beam, the cavity is small enough such that it does not perturb the fluence of charged particles in medium, and the dose deposited in medium is completely due to charged particles originating in medium. Under these conditions, the ratio of collision stopping power at energy incident photon fluence, unity. Under conditions of charged particle equilibrium, include the track-end terms

\[ D_{\text{air}} = \Psi \left( \frac{L_{\Delta}}{\rho} \right)_{\text{wall}} \frac{\bar{m}_{\text{en}}}{\rho} \frac{\bar{m}_{\text{m}}}{\rho} \]  

\[ D_{\text{air}} \] is directly proportional to the charge in dry air, \( Q_{\text{air}} \).

In other words, the response one measures is directly proportional to \( (L_{\Delta}/\rho)_{\text{wall}} (\bar{m}_{\text{en}}/\rho)_{\text{wall}} \). By dividing both sides of Eq. (4) by \( K_{\text{air}}=\Psi \left( \frac{\bar{m}_{\text{en}}}{\rho} \right)_{\text{air}} \) and noting that \( D_{\text{air}}=(Q_{\text{air}}/m)\bar{e} \), we can obtain the expression for \( K_{\text{air}} \) given by Eq. (1) without the \( K_{\text{wall}} \), \( K_{\text{air}} \), and \( K_{\text{comp}} \) correction factors.

The accuracy of these predictions can be determined via comparisons with some of the classic experiments from the 1950s that were specifically designed to test cavity theory. Two such experiments were performed by Cormack and Johns in 1954 and by Whyte in 1957. Cormack and Johns measured the ionization as a function of cavity height (distance between the front and back walls) for a plane-parallel ion chamber configured with several wall materials and compared their results with theoretical predictions based on the Bragg-Gray cavity theory. Whyte’s experiment involved the measurement of ionization per unit mass as a function of cavity air pressure for a large cylindrical chamber, which had changeable wall and electrode materials. Changing cavity air pressure is similar to changing the physical cavity dimension since it changes the distance in g/cm² that a charged particle must travel to cross the cavity. EGSnr simulations of these two experiments (as well as others) are discussed in our preceding paper. In general, the calculations of chamber response are within 0.5% for the Whyte chamber and 1.4% for the Cormack and Johns chamber when responses for all walls are considered simultaneously. This is comparable to the uncertainties in the cross sections and stopping powers at these energies, as well as the assumed uncertainties on the experimental measurements (see Ref. 15 for additional details). Other experiments of this type were also performed during that time, including the classic experiment by Attix et al. However, those results

\[ \Phi_m(E) = \int_0^{E_{\text{max}}} \Phi_m(E) \frac{L_{\Delta}(E)}{\rho} g \frac{dE}{S(\Delta)/\rho} \Delta \]
are not considered here since many of the important experimental details were not included.

Given the proven ability of EGSnrc to simulate these classic experiments, we can use the calculated results of our previous investigation to test the SA cavity theory. Comparing the theory to Monte Carlo-calculated results ensures that any observed discrepancies are not attributed to uncertainties in cross-section data since a consistent set of cross sections is used in all calculations. As we will show, SA cavity theory is, in general, unable to predict chamber response at the level of accuracy required for primary and secondary standards laboratories although for graphite-walled ion chambers it is remarkably accurate. Following this comparison, a more in-depth analysis of SA cavity theory will be performed using the calculated response of an idealized plane-parallel chamber in order to determine the exact source of its limitations.

II. METHODS

II.A. EGSnrc calculations of chamber response

Following the approach of the original experiments in the 1950s and 1960s, the SA cavity theory is extensively tested via comparisons with EGSnrc-calculated values of chamber response. The CAVRZnc user code16 of EGSnrc (Refs. 17 and 18) was used to calculate the response to a 60Co beam of both the Cormack and John13 and Whyte14 realistic chambers using models previously described,15 and an “idealized” pp ion chamber modeled with a variety of wall materials and cavity heights. EGSnrc is known to be well suited for ion chamber calculations, particularly for pp chambers at 60Co energies.15,19,20 The idealized chamber was simulated without an insulator or collector (i.e., homogeneous walls), and no guard ring was included. To provide full buildup, the walls were set slightly thicker than the CSDA range of the maximum-energy electrons in the charged particle fluence spectrum. The radius of the cavity was 1.2 cm and was filled with dry air in the simulations. The response of the chamber is directly proportional to the calculated dose per unit incident fluence to the cavity (Dair/Fl), which was calculated using the photon regeneration option16 with a realistic 60Co spectrum21 in the form of a broad parallel beam. Using photon regeneration means that all primary photons that interact within the chamber geometry are regenerated at the point of interaction and all scattered photons are discarded, including all bremsstrahlung and fluorescence photons.15 This is equivalent to removing the effect of attenuation and scatter on the calculated response, and thus calculations of Dair are actually calculations of DaiRKwall. Photon regeneration is required for true charged particle equilibrium (CPE), which is assumed in the air kerma formalism. We will use the notation DairFano such that

\[ D_{\text{air}}^{\text{Fano}} = D_{\text{air}} K_{\text{wall}} \]  

(5)

to distinguish from calculations of Dair without photon regeneration. The transport parameters in these calculations and cross sections are the same as those used previously.15 However, the choice of cross sections is unimportant since the analysis that follows depends upon the ratios of responses to theory which, for graphite chambers, has been shown to be independent of the cross sections if a completely consistent set of cross-section data is used.3,5 We have confirmed that the same holds true for high-Z chambers within the statistical precision considered here.

Under the simulation conditions described above, the Kair, Kwall, and Kcomp corrections are unity by definition. Furthermore, the correction for additional nonideal conditions, Kfl, reduces to a fluence correction, denoted here as Kh, to correct for a potential perturbation of the wall’s charged particle fluence in the cavity gas. The Kh correction replaces the Ksa correction3,6 discussed above because we are only dealing with 60Co beams and not low-energy beams where other aspects of the theory break down. In particular, we assume that the fraction of response due to photon interactions in the cavity is negligible, which cannot be assumed for low-energy photons,5,22,23 and that the departure from SA conditions is primarily due to the perturbation of the charged particle fluence by the presence of the cavity. Thus, Eq. (1) reduces to

\[ K_{\text{air}} = \frac{D_{\text{air}}}{\rho} \left( \frac{L_{\text{wall}}}{\rho} \right) K_{\text{wall}} K_{\text{fl}}. \]  

(6)

Expressing the collision air kerma as (Kc)air = Kair(1 − gair) and solving for Kfl(\( \bar{L}_{\Delta} / \rho \)) gives

\[ K_{\text{fl}} \left( \frac{\bar{L}_{\Delta}}{\rho} \right) = \frac{(K_{c})_{\text{air}}}{D_{\text{air}} K_{\text{wall}}} \frac{L_{\text{wall}}}{\rho} = \frac{(K_{c})_{\text{wall}}}{D_{\text{air}}^{\text{Fano}}}. \]  

(7)

which provides us with a way to indirectly calculate the product Kfl(\( \bar{L}_{\Delta} / \rho \))wall. Values of (Kc)wall are calculated using the g user code15,24 for each wall material in order to extract values of Kfl(\( \bar{L}_{\Delta} / \rho \))air from calculations of DairFano. If the cavity is filled with a low-density wall material that has the same dosimetric properties as the wall, then from the Fano theorem10,25 the collision kerma in the wall, (Kc)wall, is equal to the wall-corrected dose to the low-density wall material, denoted as DwallFano = Dwall gasFano/\( K_{\text{wall}}^{\text{gas}} \), where \( K_{\text{wall}}^{\text{gas}} \) represents the correction for attenuation and scatter by the wall for a chamber filled with wall gas (to distinguish it from Kwall).

In our case, the wall gas has the same density as air (1.205 kg/m^3) but the ICRU density effect corrections for a potential perturbation of the wall’s charged particle fluence by the presence of the cavity. Thus, Eq. (1) reduces to

\[ K_{\text{air}} = \frac{D_{\text{air}}}{\rho} \left( \frac{L_{\text{wall}}}{\rho} \right) K_{\text{wall}} K_{\text{fl}}. \]  

(6)

Expressing the collision air kerma as (Kc)air = Kair(1 − gair) and solving for Kfl(\( \bar{L}_{\Delta} / \rho \))air gives

\[ K_{\text{fl}} \left( \frac{\bar{L}_{\Delta}}{\rho} \right) = \frac{(K_{c})_{\text{air}}}{D_{\text{air}} K_{\text{wall}}} \frac{L_{\text{wall}}}{\rho} = \frac{(K_{c})_{\text{wall}}}{D_{\text{air}}^{\text{Fano}}}. \]  

(7)

which provides us with a way to indirectly calculate the product Kfl(\( \bar{L}_{\Delta} / \rho \))wall. Values of (Kc)wall are calculated using the g user code15,24 for each wall material in order to extract values of Kfl(\( \bar{L}_{\Delta} / \rho \))air from calculations of DairFano. If the cavity is filled with a low-density wall material that has the same dosimetric properties as the wall, then from the Fano theorem10,25 the collision kerma in the wall, (Kc)wall, is equal to the wall-corrected dose to the low-density wall material, denoted as DwallFano = Dwall gasFano/\( K_{\text{wall}}^{\text{gas}} \), where \( K_{\text{wall}}^{\text{gas}} \) represents the correction for attenuation and scatter by the wall for a chamber filled with wall gas (to distinguish it from Kwall).

In our case, the wall gas has the same density as air (1.205 kg/m^3) but the ICRU density effect corrections for the stopping-power data sets are the same as the wall material with bulk density, as discussed in Ref. 26. Equation (7) may then be written as

\[ K_{\text{fl}} \left( \frac{\bar{L}_{\Delta}}{\rho} \right) = \frac{D_{\text{wall}}^{\text{gas}}}{D_{\text{air}}^{\text{Fano}}}. \]  

(8)

Comparing calculations of Kfl(\( \bar{L}_{\Delta} / \rho \))air from Eqs. (7) and (8) is equivalent to performing the Fano cavity test for a range of wall materials and cavity dimensions [i.e., comparing Dwall gasFano to (Kc)wall], which serves as a useful check of the transport mechanics of the code in addition to Fano tests performed previously. Detailed discussions of this test with EGSnrc can be found in Refs. 15, 20, 24, and 26.
II.B. Calculation of Spencer-Attix stopping-power ratios

The accuracy of the SA cavity theory as applied in Eq. (1) can be revealed through values of $K_{\|}$ extracted from the calculations of $K_{\|}(\bar{L}_{\Delta}/\rho)_{\text{wall}}$ discussed above as a function of cavity height and the corresponding SA wall-to-air stopping-power ratios. Values of $K_{\|}$ that are unity within statistical uncertainties are an indication that the underlying assumptions of the theory are applicable.

The SA wall-to-air restricted mass stopping-power ratios in $^{60}$Co beams are calculated with the SRRZnc user code following the approach described by Borg et al. We are interested in stopping powers for an unattenuated, unscattered photon beam as the theory requires. Therefore, for the CAVRZnc calculations, these calculations were also performed with the photon regeneration option selected. The stopping-power ratio was scored in the central region of a uniform cylinder of wall material surrounded with enough material to provide full buildup. In principle, the results are independent of geometry. As in Sec. I A, the values of $\Delta$ for these calculations, which determine which set of restricted stopping powers is used in the simulations, were set to the kinetic energy of an electron with a CSDA range in air equal to $L$, given by $4V/S$. Since $L$ depends on cavity size, separate PEGS4 data sets of restricted stopping powers were created for each corresponding value of $\Delta$, where the threshold energy for the production of charged particles (AE) was set equal to $\Delta+511$ keV. This is unlike the calculation of chamber response where AE was set to 1 keV regardless of cavity size and which was previously shown to ensure accuracy of the results. Table I lists the values of $L$ and $\Delta$ for each cavity height used with the idealized pp chamber along with the wall-to-air stopping-power ratios for graphite, aluminum, copper, and lead wall materials.

The calculations of SA wall-to-air stopping-power ratios were repeated for values of $\Delta$ from 1 to 60 keV in 1 keV intervals. A functional form for $(\bar{L}_{\Delta}/\rho)_{\text{air}}$ was then fitted to these calculations using the method of least squares, where $a$, $b$, $c$, and $d$ represent the best fit coefficients (see Table II), Equation (9) reflects the monotonic trend of the stopping-power ratios as a function of $\Delta$. In all cases, the fit was within 0.1% of the calculated values and within 0.03% for the graphite chamber.

II.C. Calculation of fluence correction factors ($K_{\|}$)

Values of $K_{\|}$ were obtained by dividing the calculated value of $K_{\|}(\bar{L}_{\Delta}/\rho)_{\text{wall}}$ [Eq. (7) or Eq. (8)] at each cavity height by the corresponding value of $(\bar{L}_{\Delta}/\rho)_{\text{wall}}$ listed in Table I (i.e., assuming the $L=4V/S$ prescription is correct). For these calculations, the average of $K_{\|}(\bar{L}_{\Delta}/\rho)_{\text{wall}}$ calculated

### Table I. Values of the mean chord length and $\Delta$ at each cavity height for the plane-parallel chamber (1.2 cm radius) used in this study. The mean chord length $L$ was estimated as $4V/S$, while values of $\Delta$ were taken as the kinetic energy of an electron with a CSDA range in dry air $=L$. Also listed are the Spencer-Attix wall-to-air stopping-power ratios in a $^{60}$Co beam for graphite, aluminum, copper, and lead calculated in a small phantom of material using SRRZnc with photon regeneration.

<table>
<thead>
<tr>
<th>Cavity height (cm)</th>
<th>$L=4V/S$ (cm)</th>
<th>$\Delta$ (keV)</th>
<th>Graphite</th>
<th>Al</th>
<th>Cu</th>
<th>Pb</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>0.096</td>
<td>5.7</td>
<td>1.002 60(8)</td>
<td>0.854 76(3)</td>
<td>0.703 71(1)</td>
<td>0.4817(2)</td>
</tr>
<tr>
<td>0.075</td>
<td>0.141</td>
<td>7.1</td>
<td>1.002 32(8)</td>
<td>0.857 41(2)</td>
<td>0.709 11(1)</td>
<td>0.4915(2)</td>
</tr>
<tr>
<td>0.1</td>
<td>0.185</td>
<td>8.3</td>
<td>1.002 17(8)</td>
<td>0.859 08(2)</td>
<td>0.712 68(7)</td>
<td>0.4975(2)</td>
</tr>
<tr>
<td>0.15</td>
<td>0.267</td>
<td>10.3</td>
<td>1.001 80(8)</td>
<td>0.861 38(2)</td>
<td>0.717 24(5)</td>
<td>0.5056(2)</td>
</tr>
<tr>
<td>0.2</td>
<td>0.343</td>
<td>12.0</td>
<td>1.001 51(8)</td>
<td>0.862 89(2)</td>
<td>0.720 24(5)</td>
<td>0.5107(2)</td>
</tr>
<tr>
<td>0.3</td>
<td>0.480</td>
<td>14.5</td>
<td>1.001 23(8)</td>
<td>0.864 57(2)</td>
<td>0.723 64(4)</td>
<td>0.5166(2)</td>
</tr>
<tr>
<td>0.4</td>
<td>0.600</td>
<td>16.6</td>
<td>1.001 12(8)</td>
<td>0.865 81(2)</td>
<td>0.726 04(4)</td>
<td>0.5205(2)</td>
</tr>
<tr>
<td>0.5</td>
<td>0.706</td>
<td>18.2</td>
<td>1.000 99(8)</td>
<td>0.866 59(2)</td>
<td>0.717 47(4)</td>
<td>0.5227(2)</td>
</tr>
<tr>
<td>0.6</td>
<td>0.800</td>
<td>19.6</td>
<td>1.000 98(8)</td>
<td>0.867 21(2)</td>
<td>0.728 69(4)</td>
<td>0.5249(2)</td>
</tr>
<tr>
<td>0.8</td>
<td>0.960</td>
<td>21.8</td>
<td>1.000 73(8)</td>
<td>0.868 00(2)</td>
<td>0.730 40(4)</td>
<td>0.5276(2)</td>
</tr>
<tr>
<td>1.0</td>
<td>1.091</td>
<td>23.4</td>
<td>1.000 66(8)</td>
<td>0.868 59(2)</td>
<td>0.731 48(3)</td>
<td>0.5293(2)</td>
</tr>
<tr>
<td>1.2</td>
<td>1.200</td>
<td>24.8</td>
<td>1.000 67(8)</td>
<td>0.869 01(2)</td>
<td>0.732 32(3)</td>
<td>0.5306(2)</td>
</tr>
</tbody>
</table>
from Eqs. (7) and (8) was used since, as we will show, the two methods give nearly the same numeric result and should be equivalent. Furthermore, using the average value of $K_\text{eff} (\bar{L}_\Delta/\rho_{\text{air}})$ reduces the statistical uncertainty on $K_\text{eff}$.

Values of $K_\text{eff}$ were also calculated for several of the graphite-walled ion chambers used as $^{60}$Co air kerma standards at national metrology institutes (NMIs). The graphite densities and dimensions of the various chambers were obtained from the references listed in the IPM report by Allisy-Roberts et al. but were modeled without insulating materials as the theory requires. As with all calculations with graphite in this investigation, the graphite stopping powers for these calculations correspond to those with an ICRU-recommended mean ionization energy ($I$ value) of 78 eV. While there is a real issue about what the proper $I$ value is for graphite, using a different $I$ value should have a negligible effect if the same $I$ value is used for all calculations of $K_\text{eff}$ for a given wall material. The effect of the graphite density and $I$ value on calculations of $K_\text{eff}$ is explored by calculating $K_\text{eff}$ as a function of both. The effect of the incident spectrum and transport parameters on $K_\text{eff}$ is also investigated.

III. RESULTS AND DISCUSSION

III.A. Limitations of Spencer-Attix cavity theory

The accuracy of the SA cavity theory was tested by comparing the calculated response of chambers used by Cormack and Johns in 1954 (Ref. 13) and Whyte in 1957 (Ref. 14) to the values calculated with Eq. (4). The results are shown in Fig. 1 for wall materials ranging from beryllium to silver. Relative to the response of the graphite chamber at atmospheric pressure (Whyte chamber) or with a 0.95 cm cavity height (Cormack and Johns chamber), the response predicted by the SA cavity theory without correction factors [Eq. (4)] differs in magnitude from CAVRZnc calculations, and hence from measurements, by as much as 8.5%. Equation (4) also fails to predict the response with changes in cavity height or air pressure in some cases. However, the predicted variation in response of the graphite chamber, to the extent that there is variation, is within 0.3% and 1.5% for the Whyte and Cormack and Johns chambers, respectively.

Strictly speaking, the predictions of the SA cavity theory only apply to the response of chambers under ideal conditions. Thus, values of $D_{\text{air}}$ calculated directly by CAVRZnc should be corrected by $K_{\text{wall}}$, $K_{\text{air}}$, and $K_{\text{comp}}$ for more meaningful comparisons. Alternatively, $\frac{(\bar{L}_\Delta/\rho_{\text{air}})}{\rho_{\text{wall}}}$ could be divided by these correction factors. Using the approach of previous Monte Carlo studies, $K_{\text{wall}}$, $K_{\text{air}}$, and $K_{\text{comp}}$ were calculated for each chamber configuration. Since dry air is used in these simulations, $K_{\text{air}}$ is unity, and so is $K$ since there are no other nonideal conditions to correct for in the simulation of these experiments. Figure 2 compares the fully corrected SA predicted values of $D_{\text{air}}$ as in Fig. 1. Although some discrepancies larger than 1% still remain for high-$Z$ chambers, the overall agreement is significantly improved. For the Whyte chamber, the improvement is mostly due to the effect of the $K_{\text{wall}}$ and $K_{\text{air}}$ corrections on the relative magnitude of the responses rather than the response as a function of pressure. For the Cormack and Johns chamber, the use of correction factors improved agreement both in terms of the relative magnitude of the predicted response and the variation with cavity height.

The effect of each individual correction for the Whyte chamber with copper walls is shown in Fig. 3. In this example, the effect on response of the $K_{\text{wall}}$ correction relative to the $K_{\text{wall}}$ correction for graphite is shown to be much larger than the relative effect of the $K_{\text{air}}$ and $K_{\text{comp}}$ corrections. A 1.5%–2.0% discrepancy remains between the calculated response and the fully corrected SA prediction in this case, and similar discrepancies are observed with the Cormack and Johns chamber. These remaining discrepancies are not related to uncertainties in cross-section data since the cross sections used were common to both sets of calculations in this comparison. Rather, this discrepancy is attributed to the perturbation of the charged particle fluence by the cavity, and an additional fluence correction ($K_{\text{eff}}$) is therefore required.

III.B. Perturbation of charged particle fluence by the cavity

The need for a fluence correction can be seen by examining the effect of a cavity on the charged particle fluence in
the wall medium. Figure 4 shows the EGSnrc-calculated spectrum of charged particles in the cavity region of the idealized plane-parallel ion chamber described in Sec. II A for two cavity sizes and wall materials. Photon regeneration was used in these calculations since we are interested in the case where the effects of attenuation and scatter have been removed. Otherwise, this calculation is similar to one performed in a previous investigation.29

Fluence spectra were calculated for cavities filled with either air or wall material. As shown, the air cavity appears to have only a small effect on the fluence in the graphite wall regardless of cavity size. For the extreme case of a lead chamber, the air cavity reduces the charged particle fluence significantly at low energies (i.e., <0.1 MeV). Given the results shown in Fig. 4, one could argue that fluence corrections should be included in the air kerma formalism regardless of whether or not they could be made unity via an appropriate selection of Δ in the SA stopping-power ratio. However, the fluence perturbations occur primarily at low energies, and may therefore not affect the evaluation of the SA stopping-power ratio since it only considers the fluence above Δ (recall that the track-end term does not include charged particles created below Δ, only those that “slow down” to that energy). For example, the fluence perturbation for the graphite chamber is only visible below about 10 keV and about 50–60 keV for the lead chamber (1.0 cm cavity height). Calculations for aluminum and copper chambers reveal that fluence perturbations occur primarily below 30 and 40 keV, respectively. Thus the need for fluence corrections will depend on whether or not there exists a value of Δ that can exclude them and whether or not this value can be determined a priori.

III.C. Calculations of \( K_{\text{fl}}(\bar{\rho}L_{\Delta}/\rho)_{\text{wall}} \)

Values of \( K_{\text{fl}}(\bar{\rho}L_{\Delta}/\rho)_{\text{wall}} \) obtained from CAVRZnrc calculations as a function of cavity height using the two methods described in Sec. II A are shown in Fig. 5 for graphite, aluminum, copper, and lead wall materials. The differences between the results of the two methods should be negligible due to the Fano theorem. The agreement between the two sets of calculations serves to further validate the transport mechanics of the EGSnrc code. Of particular significance is the agreement observed with copper and lead, where the root mean squared deviations of the ratio of the two results from unity are 0.09% and 0.06%, respectively. Statistical uncer-
III.D. Fluence correction factors ($K_n$) for the air kerma formalism

In this section we investigate the size of $K_n$ on the assumption that the standard prescription for $\Delta$ is correct and using the average value of $K_n(\bar{L}_z/\rho)_{\text{wall}}$ from Fig. 5 divided by the corresponding value of $(\bar{L}_z/\rho)_{\text{wall}}$ from Table I.

In this section we investigate the size of $K_n$ on the assumption that the standard prescription for $\Delta$ is correct and using the average value of $K_n(\bar{L}_z/\rho)_{\text{wall}}$ from Fig. 5 divided by the corresponding value of $(\bar{L}_z/\rho)_{\text{wall}}$ from Table I.

III.E. Extraction of $\Delta$ from values of $K_n(\bar{L}_z/\rho)_{\text{wall}}$

The calculation of $K_n$ corrections discussed in Sec. III D assumes $a \text{ priori}$ that the choice of $\Delta$ in the calculation of the SA wall-to-air stopping-power ratio is appropriate. Janssens\textsuperscript{30} proposed a different definition of $\Delta$ which takes into account the fact that many low-energy electrons do not escape because they backscatter from the walls even if they have the energy to cross the cavity. Although this proposed change may be appropriate, it makes $\Delta$ more difficult to determine.

Insight into the value of $\Delta$ that should be used can be obtained by analyzing the calculated values of $K_n(\bar{L}_z/\rho)_{\text{wall}}$ assuming $K_n=1.000$; i.e., we equate values of $K_n(\bar{L}_z/\rho)_{\text{wall}}$ to $(\bar{L}_z/\rho)_{\text{air}}$ to determine the corresponding value of $\Delta'$. If the extracted values of $\Delta'$ are independent of wall material but not necessarily the same as the value of $\Delta$ corresponding to $L$, then this would indicate that the standard prescription for choosing $\Delta$ is wrong, and no $K_n$ correction would be needed in the air kerma formalism. Using the average value of $K_n(\bar{L}_z/\rho)_{\text{wall}}$ at each cavity height in Fig. 5, Eq. (9) along with the fit coefficients in Table II were used to systematically find the corresponding values of $\Delta'$ as a function of cavity height for each wall material. The results are shown in Fig. 7 with the data for graphite and beryllium wall materials separated from the data for the other materials for clarity of presentation. Uncertainties on $\Delta'$ were estimated from the standard deviation (\sigma) on the $K_n(\bar{L}_z/\rho)_{\text{wall}}$ values (in Fig. 5) from which it was derived, where the upper limit on $\Delta'$ is taken from $K_n(\bar{L}_z/\rho)_{\text{wall}}+\sigma$ and the lower limit from

![Fig. 6. Values of $K_n$ as a function of cavity height calculated on the assumption that the standard prescription for $\Delta$ is correct and using the average value of $K_n(\bar{L}_z/\rho)_{\text{wall}}$ from Fig. 5 divided by the corresponding value of $(\bar{L}_z/\rho)_{\text{wall}}$ from Table I.](image1)

![Fig. 7. Values of $\Delta'$ for $(\bar{L}_z/\rho)_{\text{wall}}$ required to avoid a nonunity value of $K_n$ as a function of cavity height. Also shown are the values of $\Delta'$ equal to the kinetic energy of an electron with a CSDA range in air given by $L=4V/S$.](image2)
$K_{\text{fl}}(\bar{L}_{\Delta}/\rho)_{\text{air}}^{\text{wall}}-\sigma$. As a result, the uncertainties on $\Delta'$ for the graphite chamber are larger since the SA graphite-to-air stopping-power ratio is relatively insensitive to this parameter. Also shown in Fig. 7 for comparison is the variation in $\Delta$ expected from the $L=4V/S$ prescription (see Sec. I A). With the exception of the graphite and beryllium chambers at cavity heights $\leq 0.2$ cm, $\Delta'$ is larger than the kinetic energy of an electron with a CSDA range in air equal to $L$. The difference between the extracted and expected values increases with cavity height. For the tin and lead chambers, values of $\Delta'$ were not obtained above cavity heights of 0.8 and 0.4 cm, respectively, since $(\bar{L}_{\Delta}/\rho)_{\text{air}}^{\text{wall}}$ data were not calculated for $\Delta > 60$ keV. However, it was confirmed through calculations of $(\bar{L}_{\Delta}/\rho)_{\text{air}}^{\text{wall}}$ with larger $\Delta$ values that corresponding values of $\Delta'$ can be obtained for all the cavity heights for these two chambers.

If one accepts the definition for $\Delta$ (or $\Delta'$) proposed by Janssens,\textsuperscript{30} then to account for charged particles that cross but backscatter into the cavity the value needed to avoid $K_{\text{fl}}$ corrections should be larger than the kinetic energy of an electron needed to travel a distance $L$ in air. Based on this reasoning, it should be expected that $\Delta'$ increases as the atomic number of the chamber wall increases since the backscatter coefficient for electrons also increases with $Z$ for a given energy.\textsuperscript{31} For the chamber investigated here, Fig. 8 shows that $\Delta'$ does in fact increase as $Z$ of the wall increases for a cavity height of 0.1 cm, although the uncertainty on the value for the graphite wall ($Z=6$) is relatively large. The same cannot be said, however, for the trend in $\Delta'$ with atomic number at larger cavity heights. At cavity heights of 0.8 and 1.2 cm, $\Delta'$ clearly decreases from $Z=4$ (beryllium) to $Z=13$ (aluminum) and then begins to increase again, contrary to the expectation mentioned above. In any case, the value of $\Delta'$ needed to avoid $K_{\text{fl}}$ corrections clearly depends on $Z$ in addition to the cavity dimensions.

**III.F. On calculating $K_{\text{fl}}$ directly**

The calculation of the $K_{\text{fl}}$ corrections shown in Fig. 6 was based on assumptions about the value of $\Delta$ for a given cavity size. Ideally, however, one should be able to calculate $K_{\text{fl}}$ independently of these assumptions, perhaps by using the methods to calculate $P_{\text{repl}}$ for chambers in phantom. In a recent paper,\textsuperscript{29} methods were presented for directly calculating the replacement correction factor $P_{\text{repl}}$. This corresponds to the $K_{\text{fl}}$ correction for in-air calculations. However, in endeavoring to use these methods here for high-$Z$ materials it became clear that these methods are not applicable. This is discussed further elsewhere.\textsuperscript{32}

**III.G. $K_{\text{fl}}$ values for graphite-walled chambers**

The EGSnrc-calculated values of $K_{\text{fl}}$ for the graphite-walled ion chambers used at NMI laboratories are shown in Table III. All values are calculated to a statistical precision of 1 part in $10^4$. Values ranged between 0.9996 and 0.9999 and there does not appear to be a trend with cavity size or chamber type. Also listed in Table III are the SA graphite-to-air stopping-power ratios $(\bar{L}_{\Delta}/\rho)_{\text{air}}^{\text{wall}}$ used to calculate $K_{\text{fl}}$ and the associated values of $\Delta$. Values of $(\bar{L}_{\Delta}/\rho)_{\text{air}}^{\text{wall}}$ are calculated on the assumption that $\Delta$ is properly determined using the $L=4V/S$ rule.

**III.H. Uncertainties on $K_{\text{fl}}$ for graphite chambers**

The uncertainties on $K_{\text{fl}}$ quoted in Table III for the graphite chambers used at the NMIs represent one standard deviation statistical uncertainties for a given set of transport parameters and cross-section data sets. The following sections discuss the sensitivity of calculated $K_{\text{fl}}$ values for graphite chambers to the density and $I$ value of graphite, incident spectrum, photon cross sections, and electron transport parameters.

**III.H.1. Effect of density and mean ionization energy on $K_{\text{fl}}$ calculations**

In previous investigations, it was shown that, combined, the density effect and $I$ value of graphite can have a large effect (i.e., 1.5% or more) on the calculated response of graphite chambers\textsuperscript{6} and on calculations of the SA graphite-to-air stopping-power ratio.\textsuperscript{3} Although these large effects likely cancel when computing values of $K_{\text{fl}}$, the effects of both the density and $I$ value on $K_{\text{fl}}$ were examined at the level of statistical uncertainty considered here.

Figure 9 shows calculations of $K_{\text{fl}}$ for the plane-parallel graphite chamber as a function of the density of the graphite wall. Calculations were repeated for cavity heights of 0.15 and 0.6 cm and $I$ values of 78 and 87 eV. For each calculation, the density effect for graphite was calculated using the ESTAR program from NIST.\textsuperscript{33} Values of the calculated response varied by nearly 2% from the lowest value ($I=78$ eV, $\rho=1.7$ g/cm$^3$) to the highest value ($I=87$ eV, $\rho=2.26$ g/cm$^3$). Despite this variation, calculations of $K_{\text{fl}}$ are independent of both the density and $I$ value. The average value of $K_{\text{fl}}$ is 0.999 89(4) for the 0.15 cm cav-
ity height and 0.99973(3) for the 0.6 cm cavity height. In each case, the root mean squared deviation is \( \approx 0.008\% \), which is comparable to the statistical uncertainty on each value. Since only 4 of the 12 values deviate from the average by more than one standard deviation, there is no indication of any statistically significant variation. As such, the systematic uncertainty associated with the restricted stopping powers used is estimated to be 1 part in 10^4.

### Table III. EGSnrc-calculated values of \( K_{\text{fl}} \) for the graphite-walled chambers used as \( ^{60}\text{Co} \) air kerma standards at various national metrology institutes. Details about the various chambers may be found in a report by Allisy-Roberts et al. (Ref. 27) and references therein. The uncertainties on \( (\bar{L}_I/\rho)^{\text{wall}} \) and \( K_{\text{fl}} \) represent the statistical uncertainties for one standard deviation.

<table>
<thead>
<tr>
<th>NMI</th>
<th>Chamber type</th>
<th>( \rho_{\text{graphite}} / \text{g/cm}^3 )</th>
<th>( L = 4V/S ) (cm)</th>
<th>( \Delta ) (keV)</th>
<th>( (\bar{L}_I/\rho)^{\text{wall}} ) ± 0.00002</th>
<th>( K_{\text{fl}} \pm 0.0001 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>BEV</td>
<td>Cylindrical</td>
<td>1.72</td>
<td>0.65</td>
<td>17.3</td>
<td>1.001 05</td>
<td>0.9999</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.80</td>
<td>0.65</td>
<td>17.3</td>
<td>1.001 05</td>
<td>0.9999</td>
</tr>
<tr>
<td>NMI</td>
<td>Spherical</td>
<td>1.8045</td>
<td>1.40</td>
<td>27.1</td>
<td>1.000 56</td>
<td>0.9999</td>
</tr>
<tr>
<td>NIST</td>
<td>Spherical, 30cc</td>
<td>1.74</td>
<td>2.57</td>
<td>38.6</td>
<td>1.000 18</td>
<td>0.9999</td>
</tr>
<tr>
<td></td>
<td>Spherical, 50cc</td>
<td>1.74</td>
<td>3.07</td>
<td>42.8</td>
<td>1.000 02</td>
<td>0.9997</td>
</tr>
<tr>
<td>ARPANSA</td>
<td>BIPM-type</td>
<td>1.73</td>
<td>0.41</td>
<td>13.3</td>
<td>1.001 38</td>
<td>0.9997</td>
</tr>
<tr>
<td>VNIIM</td>
<td>Cylindrical, 1cc</td>
<td>1.634</td>
<td>0.66</td>
<td>17.6</td>
<td>1.001 10</td>
<td>0.9997</td>
</tr>
<tr>
<td></td>
<td>Cylindrical, 30cc</td>
<td>1.634</td>
<td>2.26</td>
<td>55.8</td>
<td>1.000 24</td>
<td>0.9999</td>
</tr>
<tr>
<td>NRC</td>
<td>Cylindrical</td>
<td>1.66</td>
<td>0.76</td>
<td>19.0</td>
<td>1.001 01</td>
<td>0.9998</td>
</tr>
<tr>
<td>PTB</td>
<td>Cylindrical HRK1</td>
<td>1.775</td>
<td>0.45</td>
<td>14.0</td>
<td>1.001 36</td>
<td>0.9998</td>
</tr>
<tr>
<td></td>
<td>Cylindrical HRK2</td>
<td>1.775</td>
<td>0.67</td>
<td>17.9</td>
<td>1.001 07</td>
<td>0.9996</td>
</tr>
<tr>
<td></td>
<td>Spherical HRK3</td>
<td>1.775</td>
<td>0.40</td>
<td>13.0</td>
<td>1.001 40</td>
<td>0.9997</td>
</tr>
<tr>
<td>SMU</td>
<td>Cylindrical</td>
<td>1.71</td>
<td>0.64</td>
<td>17.2</td>
<td>1.001 04</td>
<td>0.9999</td>
</tr>
<tr>
<td>ZMDM</td>
<td>Cylindrical</td>
<td>1.75</td>
<td>0.64</td>
<td>17.2</td>
<td>1.001 04</td>
<td>0.9999</td>
</tr>
<tr>
<td>NMI</td>
<td>Cylindrical 6cc</td>
<td>1.85</td>
<td>1.25</td>
<td>25.3</td>
<td>1.000 68</td>
<td>0.9997</td>
</tr>
<tr>
<td></td>
<td>Cylindrical, 63cc</td>
<td>1.85</td>
<td>2.76</td>
<td>40.3</td>
<td>1.000 11</td>
<td>0.9997</td>
</tr>
<tr>
<td>NCM</td>
<td>Cylindrical</td>
<td>1.75</td>
<td>0.64</td>
<td>17.2</td>
<td>1.001 04</td>
<td>0.9999</td>
</tr>
<tr>
<td>LNMRI</td>
<td>Cylindrical</td>
<td>1.71</td>
<td>0.64</td>
<td>17.2</td>
<td>1.001 04</td>
<td>0.9999</td>
</tr>
<tr>
<td>LNE-LNHB</td>
<td>Cylindricalspherical</td>
<td>1.81</td>
<td>1.60</td>
<td>29.3</td>
<td>1.000 47</td>
<td>0.9999</td>
</tr>
<tr>
<td>ENEA</td>
<td>Cylindrical</td>
<td>1.75</td>
<td>0.64</td>
<td>17.2</td>
<td>1.001 04</td>
<td>0.9999</td>
</tr>
<tr>
<td>MKEH</td>
<td>Cylindrical</td>
<td>1.75</td>
<td>0.65</td>
<td>17.3</td>
<td>1.001 05</td>
<td>0.9998</td>
</tr>
<tr>
<td>BIPM</td>
<td>Parallel plate</td>
<td>1.84</td>
<td>0.41</td>
<td>13.2</td>
<td>1.001 45</td>
<td>0.9996</td>
</tr>
</tbody>
</table>

**Fig. 9.** Calculations of \( K_{\text{fl}} \) for plane-parallel graphite chambers of two cavity sizes as a function of the graphite density and \( I \) values used to calculate the graphite stopping powers.

### III.H.2. Effect of the incident spectrum and photon cross sections

The effect of the incident spectrum and photon cross sections on calculated values of \( K_{\text{fl}} \) was investigated using five different photon sources at \( ^{60}\text{Co} \) energies. These include a 1.25 MeV monoenergetic photon source, a spectrum representing a bare \( ^{60}\text{Co} \) source with two equiprobable photon lines at 1.175 and 1.334 MeV, a \( ^{60}\text{Co} \) spectrum published in 1988, and two \( ^{60}\text{Co} \) spectra calculated by Mora et al. for 10×10 and 30×30 field sizes. The 10×10 spectrum is that used throughout the rest of this investigation.

Figure 10 shows that the variation of calculated \( K_{\text{fl}} \) values for the realistic spectra is approximately 0.01% (RMSD=0.004%), which is comparable to the statistical uncertainties on those calculations. A slightly larger, 0.02%–0.03%, increase in \( K_{\text{fl}} \) is observed as one changes from a realistic spectrum to a monoenergetic or bare \( ^{60}\text{Co} \) source. All of these imply that calculations of \( K_{\text{fl}} \) are insensitive to the details of the incident realistic spectrum, which contributes no more than 0.01% to the overall uncertainty on \( K_{\text{fl}} \).

The effect of the photon cross sections was also investigated by comparing values of \( K_{\text{fl}} \) calculated with cross sections compiled by Storm and Israel with those calculated using the XCOM cross sections from NIST. Values of \( K_{\text{fl}} \) for 0.6 cm cavity height were the within 0.003% in this comparison. The differences between these cross sections for graphite are less than 0.003% at \( ^{60}\text{Co} \) energies (1.25 MeV).
but increases to over 1% as at lower energies. Increasing the photon cross sections more dramatically by 1% and 5% also had about a 0.01% effect on the value of $K_{fl}$.

### III.H.3. Effect of electron transport parameters

In the EGSnrc Monte Carlo code, an electron energy of 512 keV (1 keV kinetic energy) is considered the lower limit at which charged particles can be reliably tracked. Tracking charged particles below a kinetic energy of 1 keV is possible in EGSnrc, but the accuracy of the stopping powers below that energy, which are derived from the Beth-Block formalism, becomes questionable (or even higher energies than that for higher-Z materials). Generally, a cutoff energy (ECUT) of 521 keV is acceptable for graphite chambers for a statistical precision of about 0.1%, but calculations by Mainegra-Hing et al. showed that smaller cutoff energies are required for some plane-parallel graphite chambers for high-precision calculations. In this investigation, an ECUT of 512 keV was used for all ion chamber calculations but there may be a contribution to the overall uncertainty on $K_{fl}$ at the level of precision considered here due to terminating charged particle histories at this energy. Using the parallel plate chamber with 0.05 and 0.6 cm cavity heights, values of $K_{fl}$ were compared for cutoff energies of 512, 513, 516, and 521 keV (where $AE=ECUT$ in all cases). For the 0.6 cm cavity height, all calculated values of $K_{fl}$ (with a statistical precision of 0.004%) are within 0.005% of values calculated with ECUT=512 keV. Calculations are also within 0.005% for the chamber with a 0.05 cm cavity height (the smallest cavity size considered in this paper) when ECUT=513 keV, but differ by 0.05% and 0.1% for ECUT values of 516 and 521 keV, respectively. In any case, using a 1 keV kinetic energy cutoff should contribute no more than 1 part in $10^4$ to the uncertainty in $K_{fl}$.

EGSnrc parameters related to charged particle transport were also investigated concerning the effect on calculated $K_{fl}$ values. Excluding spin effects from the multiple scattering algorithm in EGSnrc changed calculated $K_{fl}$ values by less than 0.005% (0.6 cm cavity height). Similar results were obtained for electron impact ionization on and off.

### III.H.4. Summary of systematic uncertainties

Table IV summarizes the various contributions to the systematic uncertainty on calculated $K_{fl}$ values for the graphite chambers discussed above. The overall uncertainty is approximately 0.02%. Although this is comparable to the average size of the correction, there were no cases where the calculated correction was unity or above. One can safely say that $K_{fl}$ is within 0.04% of unity for all graphite-walled ion chambers studied, with an average value of 0.9998.

### IV. CONCLUSIONS

In this investigation, EGSnrc calculations of chamber response were used to evaluate the accuracy of the Spencer-Attix cavity theory as it applies to the air kerma formalism. Using simulations of two classic experiments as an example, it was shown that the SA cavity theory generally fails to predict the response of ion chambers to $^{60}$Co beams when no fluence correction factors are used. Following this, precise values of $K_{fl}(\bar{L}_\Delta/\rho)^{wall}$ were indirectly obtained from calculations of chamber response as a function of cavity size and wall material. Contrary to the assumptions of SA cavity theory, unit values of $K_{fl}$ are not obtained in general when the low-energy cutoff $\Delta$ in the Spencer-Attix stopping-power ratio, $(\bar{L}_\Delta/\rho)^{wall}$, is set to the kinetic energy of an electron with a CSDA range in air equal to $4V/S$. However, when nearly air-equivalent walls such as graphite are used, $K_{fl}$ values are within 0.04% of unity since Fano conditions are approximated. This applies to the graphite ion chambers used for $^{60}$Co air kerma standards at national metrology institutes. For other wall materials, the size of the $K_{fl}$ correction increases as the atomic number of the wall increases. As an alternative

<table>
<thead>
<tr>
<th>Component</th>
<th>Standard deviation uncertainty (%)</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stopping powers</td>
<td>0.01</td>
<td>Combines the effect of density and $I$ value</td>
</tr>
<tr>
<td>Incident spectrum</td>
<td>0.01</td>
<td>Applies to realistic $^{60}$Co spectra</td>
</tr>
<tr>
<td>Photon cross sections</td>
<td>0.01</td>
<td>Estimated from comparison of $K_{fl}$ values calculated with two different photon cross sections</td>
</tr>
<tr>
<td>Transport parameters</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>0.02</td>
<td>Including statistical uncertainties</td>
</tr>
</tbody>
</table>
to using $K_H$ corrections, one can select a low-energy cutoff $\Delta'$ in the SA stopping-power ratio such that $K_H$ corrections can be avoided. It is not obvious how to calculate $\Delta'$ from first principles but it can be obtained, as we have shown, using Monte Carlo methods. It was hoped that a simple relationship existed between $\Delta'$ and cavity size independent of the composition of the wall, but this is clearly not the case. Thus, given the complexity of calculating $\Delta'$, it may be preferable to incorporate $K_H$ corrections in the air-kerma formalism and always calculate the product of $K_H(\bar{L}_d/\rho)_{\text{air}}$ rather than the individual factors.
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