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Using Monte Carlo simulations we have studied the electron mean energy, E,, and the most
probable energy, E,,, at the phantom surface and their relationships with half-value depth, Rsg,
and the practical range, R,,, for a variety of beams from five commercial medical accelerators with
an energy range of 5-50 MeV. It is difficult to obtain a relation between Rs, and E, for all electrons
at the surface because the number of scattered lower-energy electrons varies with the machine
design. However, using only direct electrons to calculate E,, there is a relationship which is in
close agreement with that calculated using monoenergetic beams by Rogers and Bielajew [Med
Phys. 13, 687694 (1986)]. We show that the empirical formula E,;,=0.22+1.98R,+0. OO25Rp
describes accurately the relationship between R, and E,, for clinical beams of energles from 5 to
50 MeV with an accuracy of 3%. The electron mean energy, E,, is calculated as a function of depth
in water as well as plastic phantoms and is compared both with the relation, Ed=_E:0(1-—d/Rp),
employed in AAPM protocols and with values in the IAEA Code of Practice. The conventional
relations generally overestimate E, over the entire therapeutic depth, e.g., the AAPM and IAEA
overestimate Ey at d,,, by up to 20% for an 18 MeV beam from a Clinac 2100C. It is also found
that at all depths mean energies are 1%-3% higher near the field edges than at the central axis. We
calculated depth-scaling factors for plastic phantoms by scaling the depth in plastics to the water-
equivalent depth where the mean energies are equal. The depth-scaling factor is constant with depth
in a given beam but there is a small variation (< 1.5%) depending on the incident beam energies.
Depth-scaling factors as a function of Rsq in plastic or water are presented for clear polystyrene,
white polystyrene and PMMA phantom materials. The caiculated depth-scaling factor is found to be
equal to R%7¢"/RES*S" | This is just the AAPM definition of effective density but there are up to 2%
discrepancies between our calculated values and those recommended by the AAPM and the IAEA
protocols. We find that the depth-scaling factors obtained by using the ratio of continuous-slowing-
down ranges are inaccurate and overestimate our calculated values by 1%—2% in all cases. We also
find that for accurate work, it is incorrect to use a simple 1/72 correction to convert from parallel
beam depth-dose curves to point source depth-dose curves, especially for high-energy beams.

Key words: mean electron energy, clinical electron beams, energy-range relations, depth-scaling
factor, Monte Carlo

I. INTRODUCTION

E,p=0.22+198R,+0.0025R> (MeV). (1)

The dose distributions produced by an electron beam depend
strongly upon the beam’s energy distribution and other as-
pects of the beam’s quality. Clinical electron beams can be
characterized by a number of parameters. The mean energy
and the most probable energy of electrons at a phantom sur-
face are two important parameters for electron beams as they
are used for the choice of energy dependent dosimetric pa-
rameters, such as the stopping-power ratios and the electron
fluence correction factors.

A. Most probable and mean energies on the surface

The most probable energy of the electron beam at the
surface of the phantom, E,, ,, is related to the practical range
in water, R,, (in cm), by the relationship’~*
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Equation (1) was first obtained by fitting the experimental
results for nearly monoenergetic 10 to 50 MeV electron
beams from a Racetrack microtron.® This is a modification of
the 11near Markus energy-range formula (E,,=1.95R,

+0.48).5 From 1 to 50 MeV, Eq. (1) agrees w1th1n 1% w1th
practical ranges extracted from Berger and Seltzer’s Monte
Carlo calculated depth-dose curves.>” It has also been found
that Eq. (1) reproduces the measured data with an accuracy
of 2% from 5 to 50 MeV."* The Monte Carlo calculations®
by Rogers and Bielajew have generated similar values except
at high energies where EGS4 calculations predict energies
which are 4% to 6% less than predicted by the ICRU/
ETRAN results.® Sorcini and Brahme have used a general
analytical energy-range relation to relate R, to
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E,, of incident electron beams in the range 1 to 50 MeV for
absorbers of any atomic number.” However, for water their
results are very similar to those in Eq. (1).

Several dosimetry protocols’>*!® recommend the follow-
ing relationship for the determination of the mean energy of
the electron beam at the surface of the phantom:

E,=2.33R5; (MeV), ()

where E, is the mean energy and Rgg is the depth in cm of
either the 50% ionization or dose levels. The value of 2.33
MeV/cm was recommended by the AAPM TG-21 protocol”
and was obtained from an analysis of depth—dose curves
calculated by Berger and Seltzer'! for plane-parallel, infi-
nitely wide beams of monoenergetic electrons incident upon
a semi-infinite water phantom. This value was an average for
values in the energy range 5-50 MeV and, as pointed out by
Wu et al.,'? is applicable to the 50% value of the depth-dose
curve although TG—21 applied it to depth-ionization curves.
The same value of 2.33 MeV/cm was recommended by
Brahme and Svensson'® based on measurements for depth-
dose curves corrected to infinite SSD although they also ex-
plicitly state that their results are in agreement with the
Monte Carlo calculations of Berger and Seltzer. After isolat-
ing an error in the earlier Monte Carlo calculations with
ETRAN, Rogers and Bielajew (RB—86)® used the EGS4
Monte Carlo system to calculate and to tabulate E, as a func-
tion of Ry, for various values of SSD. Their results system-
atically give higher E, values and are recommended in the
AAPM TG—25 Report'® for more accurate estimates of the
mean energy of electron beams.

The above relationships are based on depth—dose curves.
The IAEA* and the NACP' protocols tabulate values which
use the half—value depth measured from either absorbed
dose or ionization curves at SSD=100 cm and we have re-
cently presented explicit data to facilitate using either the
depth of 50% dose or ionization.' In the remainder of this
paper we deal exclusively with range parameters based on
depth—dose curves.

In the previous studies mentioned above, either parallel,
monoenergetic beams were used in Monte Carlo calculations
or the “measurements” used approximate methods to esti-
mate the energy of the beam. With the development of a
Monte Carlo code to simulate realistic electron beams (de-
scribed below), we can investigate the accuracy of these pre-
vious approximations. Udale-Smith has done a similar study
previously'® for 3 specific machines and found considerable
disagreement with various energy-range relationships. How-
ever, as reported previously, there are some unexplained dif-
ferences between her calculated spectra and ours, with mean
energies on the surface differing by up to 300 keV for the 10
MeV beam from an SL75/20.!°

B. Mean electron energy as a function of depth in a
phantom

The mean electron energy as a function of depth in the
phantom is needed for the choice of the replacement correc-
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tion for absorbed dose measurements with an ion chamber.
Harder's relation is employed in the AAPM protocol>'’ to
estimate the mean electron energy:

E;=E,(1—-d/R,), 3)

where E, is the average incident electrons energy at the
phantom surface, d is the depth of measurement and R,, is the
practical range in the same units as the depth.

Instead of Harder’s relationship, the IAEA recommends
using the Monte Carlo results of Andreo and Brahme'” for
the evaluation of Ed given E, and d/R,. These calculations
are for monoenergetic broad parallel incident beams. The
mean electron energy is calculated for the primary electrons
and the secondary electrons created in the phantom are not
included. Since there are secondary electrons created in the
phantom, it is interesting to see how this will affect the mean
electron energy in phantoms.

As well as changes from considering secondary electrons
in the phantom, clinical beams have energy and angular dis-
tributions which introduce uncertainty even if the mean en-
ergy of the clinical beams is estimated correctly and used
with calculations for monoenergetic beams. Udale-Smith has
calculated E values for all electrons and compared calcula-
tions with monoenergetic incident beams to those using
simulated clinical beams from SL75 machines for beam en-
ergies less than 12 MeV."® Her results showed that the value
of E, for the monoenergetic beams decreased with depth
more quickly than that of the simulated clinical beam.

C. Depth-scaling for plastic phantoms

It is recommended by major dosimetry protocols®!®* that
water be used as the standard phantom material for the do-
simetry of high-energy electrons. However it is not always
possible or practical to perform dosimetry measurements in a
water phantom. In this case it is necessary to scale depths
measured in non-water phantoms to water equivalent depths.
One form of depth-scaling is range scaling whereby the
range in one material is used to deduce the corresponding
range in water. Using Monte Carlo methods, Grosswendt and
Roos'® calculated depth-dose curves in different phantom
materials for monoenergetic broad electron beams with inci-
dent energies between 1 and 10 MeV. From these the corre-
sponding values of Rsy and R, were deduced and compared
to the predictions for a variety of protocols. Their results
showed that deviations in the range scaling from different
recommendations and in the energy-range relations for water
may accumulate to give errors in assigned energies of several
percent.

As an example of this type of range scaling, the IAEA
recommends scaling R, and Rsg (in cm) to water equivalent
ranges using:*

Rplasti(' _ (rolp)plastic
Rwater (rn/p)water

(4)
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where r,/p is the linear continuous-slowing-down range (in
cm) tabulated as a function of energy by the ICRU.? The
mean energy at the phantom surface is used as an input pa-
rameter for the choice of the ratios.

Depth scaling can also be done for other purposes.-In the
AAPM TG-21 and TG-25 protocols, the objective is to find
depths-at which the electron spectra are identical so that one
can predict absolute dose in water given an ion chamber
reading in plastic at the scaled depth. The spectra are as-
sumed identical if the mean energies are the same. The
AAPM TG-25 protocol'® recommends that the water-
equivalent depth be determined by scaling the depth in plas-
tic by the ratio of Ry, values, i.e.:

water

50
dwaterzdmedxpeff=dmed(W) [Cm]’ (5)
' 50

where p, ;s is the effective density for non-water phantoms.
The recommended values of p,s in the AAPM TG-25
protocol'® are based exclusively on Rg, measurements of an
18 MeV beam. The IAEA Code of Practice does depth-
scaling in the same manner as described above for range-
scaling.

D. The BEAM code

BEAM is a general-purpose Monte Carlo simulation code!®
which is based on the EGS4 Monte Carlo system.!” BEAM
allows the simulation of radiotherapy treatment units and
produces data on realistic clinical beams. It has been exten-
sively benchmarked against measured dose distributions for
a variety of accelerators and excellent agreement was ob-
tained in central-axis percentage depth-dose as well as in
dose-profile curves.!®?® The excellent agreement indicates
that the simulated clinical beams are accurate. However, the
energy of the assumed monoenergetic beam of electrons
leaving the accelerator vacuum is a parameter which is ad-
justed to match the experimental value of Rsy. In one case
the incident electron energy was known independently with
an accuracy of * 1% and the calculated values of Ry, agreed
with the experimental values within 1.5%. This suggests an
established overall accuracy on the energies of only 1% to
2%. However, a major thrust of this work is to study the
effects of using incident realistic vs monoenergetic beams so
that even with an overall error of 2%, a difference of 0.2% is
likely calculated accurately.

E. Outline

Using the simulated realistic clinical beams we calculate
various beam parameters: EO, E,p, Rsp and R;,. The two
empirical formulae [Egs. (1) and (2)] commonly used in
electron beam dosimetry can be tested against simulated re-
alistic clinical beams, in addition, E; as a function of depth
can be calculated using realistic clinical beams.

As mentioned above, the purpose of depth-scaling is to
scale the depth measured in a non-water phantom to the
water-equivalent depth in water where the electron energy
spectra are identical. Because energy-loss straggling and
multiple scattering depend upon the effective atomic number
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of the phantoms, it is difficult to find corresponding depths
where the energy spectra are identical. However, there are
corresponding depths where the mean energies are identical.
The TG-25 protocol assumes the depth-scaling factor defined
in Eq. (5) holds for these depths.!® By calculating the mean
electron energy Ej as a function of depth in different phan-
tom materials we are able to find the scaling factor directly
and establish whether it is constant with depth. In a related
paper we show that for depths scaled to give equal mean
energies, the stopping-power ratios required for dosimetry in
plastic phantoms are equivalent to those in water to within a
few tenths of a percent,ﬂ‘22 i.e. in effect the energy spectra
are identical if the mean energies are matched.

In the following we first briefly describe the simulated
clinical beams and the calculation codes used in this study.
The beam parameters E,, E,p, Rsy and R, calculated using
various simulated clinical beams are presented and their re-
lationships are studied. We assess the accuracy of the energy-
range relationships recommended in protocols when they are
applied in realistic clinical electron beams.

We will present the number-averaged and fluence-
averaged mean electron energy at the surface and at depth in
a phantom as a function of off-axis distance.

We calculate the depth-scaling factors directly by scaling
the depth in a non-water phantom to the water-equivalent
depth where the mean energies are the same for various
beams and materials and compare our calculated values with
those recommended in protocols.

Il. METHOD OF CALCULATIONS

A. The incident clinical beams and phantom
calculations

The simulation of various accelerators and the calculation
of dose distributions in a phantom are described in detail in
an earlier paper.'® The position, energy and angle of every
particle emerging from the accelerator are stored in a
““phase-space’ data file. The energy cutoffs for particle trans-
port are set to ECUT=0.700 MeV (total energy), AE=0.521
MeV and PCUT=AP=0.010 MeV. In all cases, the PRESTA
electron algorithm® is employed with ESTEPE=0.01, al-
though this value is conservative and the default value is
adequate in the BEAM code.'®

The clinical electron beam field size is 10X 10 cm?,
25X 25 cm? and 20X 20 cm? for beam energies 5-21 MeV,
25-40 MeV and 50 MeV respectively. The SSD is 100 cm
and 110 cm for energies 5-40 MeV and 50 MeV respec-
tively. In the BEAM simulation, the energy of electrons at the
exit vacuum window of an accelerator is adjusted to match
the Rso value of the measured and Monte Carlo calculated
depth-dose curves. The dose distributions are calculated by
using the EGS4 user code DOSXYZ. The comparison between
calculated and measured dose distributions can be found in
references 16 and 20.

The calculation of depth-dose curves in plastic phantoms
was done with materials as defined in ICRU Report 37 ex-
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cept for white (or high impact) polystyrene which is taken as
having a density of 1.048 g/cm’® and a TiO, content of 3%
by weight.'” Since ICRU Report 37 does not provide data
for this material, we have used the default density effect
correction in PEGS4. Unfortunately this leads to some incon-
sistency in the relative stopping powers.

B. Analysis of phase-space files

Two computer codes, PHSP_ENXY and PHSP_SPECXY, are
used to analyze the phase-space files from BEAM to obtain
the mean energy and energy spectra of simulated beams at
the surface of the phantom. The codes allow the user to
select particles according to the particle’s history by making
use of the LATCH feature of BEAM.'®

PHSP_ENXY calculates both the number-averaged mean
energy, E,, and the fluence-averaged mean energy, EO‘ £, in
square strips on the phantom surface. The number-averaged
energy E, and fluence-averaged energy Eo, 7 in some region A
are calculated as:

E _ 2?= lE i 6

(U n ’ ( )
31 Ei(cos 6,)7!
Bor ™ S (eos )

@)

where E; and 6, are the energy and the angle (relative to
z-axis) of all particles in region A, and @ is capped at 89° to
prevent distortion (see reference 24). The fluence-averaged
mean energy, EO‘ ¢» is the quantity which corresponds to the
mean energy scored in a phantom (see next section). The
number-averaged mean energy, EO, corresponds to that mea-
sured by various instruments.

PHSP_SPECXY calculates the energy spectra in regions
specified by the user at the surface of the phantom. The
energy bin size of the spectrum is set by the user.

The calculated energy spectra are used to obtain the most
probable energy, E,,, of clinical incident beams. The de-
tailed spectra and angular distributions of all beams analyzed
in this paper are presented in an internal report?® which is
available on the www (world-wide web) at http:/
www.irs.inms.nrc.ca/inms/irs/papers/PIRS439/pirs439.htmi.

C. The EGS4 user-code ENXYZ

The “phase-space” data files are used as input (incident
beams) to the EGS4 user-code ENXYZ to calculate the spatial
variation of the electron mean energy in the phantom. In
using the code ENXYZ, Cartesian coordinates are employed
and the phantom is divided into many small rectangular vol-
ume elements at the user’s choice and the mean energy is
calculated in each volume of interest. ENXYZ applies the
techniques used in the NRCC EGS4 user-code FLURZ® to
calculate the mean energy in phantoms. The mean energy of
an electron spectrum at a position x,y,z is defined by

JEmE(x,y,2)®p(x,y,2)dE
[ ®(x,y,2)dE

E(x,y,z,A)= (8)
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18 MeV beam from Clinac 2100C, 10x10 field
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Fic. 1. Calculated electron mean energy, averaged over square rings, as a
function of off-axis position at a phantom surface for an 18 MeV, 10X 10
cm? beam from the Clinac 2100C. The average energy of all electrons near
the field boundary is about 0.4 MeV higher than that near the central-axis
while for direct electrons the average energy near the field boundary is only
about 0.1 MeV higher than that near the central-axis.

where ®1(x,y,z) is the fluence spectrum of charged particles
in the region of interest [i.e. ®(x,y,z)dE is the fluence of
charged particles with energies between E and E+dE], and
A is the low energy cut-off (=ECUT) below which all elec-
tron histories are to be terminated. The value of A is set by
the user. For each volume element the ENXYZ code calculates
the sum of the curved path-length for each step times the
mid-step energy of electrons divided by the summation of
path-length of electrons in the region of interest.>* This tech-
nique avoids any inaccuracies associated with using a binned
representation of the fluence spectrum in Eq. (8). The code
allows the user to exclude the effects of secondary charged
particles and consider only the fluence of primary electrons.
The electron histories have been calculated down to an en-
ergy A. The code also allows the user to make use of the
LATCH feature of BEAM'S to study the effects of scattered
electrons from the beam defining system and contaminant
photons when a phase-space file from BEAM is used as an
incident beam.

The stopping powers used in the calculations are the
ICRU Report 37 values®® as implemented in EGS4.Y The
PRESTA electron algorithm23 is employed in all the Monte
Carlo calculations. The calculation speed is similar to that of
DOSXYZ to calculate dose distributions (a few hours for a
typical calculation for a beam with a 10X10 cm? field size
and with good statistics, i.e. *1%).

ill. RESULTS OF MONTE CARLO CALCULATIONS
A. Mean energy at the phantom surface and Rs,

The mean energy at the surface of the phantom is not
precisely defined since there is a difference between the
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10 MeV beam SL75-20, 10x10 field
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FI1G. 2. Calculated electron mean energy, averaged over square rings, as a
function of off-axis position at a phantom surface for a 10 MeV, 10X 10
cm? beam from the SL75-20. The average energy of all electrons near the
field boundary is about 0.3 MeV higher than that near the central-axis while
for direct electrons the average energy near the field boundary is only about
0.1 MeV higher than that near the central-axis.

number-averaged mean energy [Eq. (6)] and the fluence-
averaged mean energy [Eq. (7)]. In addition, the mean en-
ergy varies with off-axis positions.

Figures 1, 2 and 3 show the calculated electron mean
energy above 700 keV as a function of off-axis position (in
square rings) at the phantom surface for an 18 MeV beam
from a Clinac 2100C, a 10 MeV beam from an SL75-20 and
a 6 MeV beam from a Therac 20 respectively.

Fluence-averaged mean energy is about 2% lower than
the number-averaged mean energy at the surface of the phan-

6 MeV beam from Therac 20, 10x10 field
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FiG. 3. Calculated electron mean energy, averaged over square rings, as a
function of off-axis position at the phantom surface for a 6 MeV, 10X 10
cm? beam from the Therac 20. There are very few electrons contributing to
the average outside the field edge at 5 cm.
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tom due to the fact that the lower-energy electrons in the
incident beam are at large angles on average.

Note that in fig. | the average energy of all electrons near
the field boundary is about 0.4 MeV higher than that near the
central-axis while for direct electrons (those that do not hit
any jaws, collimators or applicators) the average energy near
the field boundary is only about 0.1 MeV higher than that
near the central-axis.

Unlike the beams from the Clinac 2100C and the SL75-20
of figs. 1 and 2, the mean energies decrease slowly outside
the field for a 6 MeV beam from the Therac 20 as shown in
fig. 3. This is due to the design of the applicator of the
Therac 20 and the larger air gap (=10 cm) between the
applicator and the surface of the phantom. The decrease is
more rapid for higher energy beams from the Therac 20 since
there is less scattering. It should also be noted that the field
edge is sharply defined and this slow drop in energy for the
6-MeV beam is for a very small number of electrons.

Table I lists the characteristics of the simulated beams and
calculated E, along with values determined according to pro-
tocols. Values of EO presented in table I are the number-
averaged mean energy at the surface of the phantom inside
the field.

Incident electrons at a phantom surface in a realistic clini-
cal beam contain scattered low-energy electrons from beam
defining components and these scattered electrons decrease
the average electron energy at the phantom surface but they
have very little influence on the value of R5y. Depending on
the design of an accelerator, the number of scattered elec-
trons varies considerably'® and it is very difficult to obtain a
relationship between Ry, and E, for various beams from dif-
ferent accelerators.

Figure 4 shows the energy-range relationship for electron
beams from different accelerators. The scatter in the relation-
ship between E, and Ry, improves considerably when the
scattered low-energy electrons are excluded from the calcu-
lation of average electron energy (as shown by the filled
symbols). The relationship obtained using direct electrons is
close to the result of monoenergetic beam calculations by
Rogers and Bielajew®!? except at high energies.

Although the electrons from the high-energy scanned
beams are almost monoenergetic, there are discrepancies be-
tween the results of this work and those of Rogers and
Bielajew.® We have found that the discrepancies relate to the
widely used inverse-square law correction to convert central-
axis depth-dose curves for parallel incident beams to the
central-axis depth-dose curves for phantoms at a finite SSD
from a point source. Figure 5 shows that there is consider-
able difference between a 50 MeV depth-dose curve at SSD
=110 cm calculated for an idealized point source in vacuum
vs the depth-dose curve calculated for an incident parallel
beam and corrected using (SSD/(SSD+d))2. It can be seen
that the error in using the 1/r? corrected parallel beam results
for Rsy or R, in point source beams is about 3 mm. The
results in the upper right corner of fig. 4 show that the dif-
ference between the results of Rogers and Bielajew® and the
current results can be explained by this effect. This effect is
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TaBLE I. Comparison of values of Eo, the number-averaged mean energy of electrons inside the beam on the
phantom surface, as calculated for the realistic beams (for A=189 keV) and as determined from the value of

Rs, according to the AAPM TG-21 protocol (ie., Ey = 2.33Rs;) {Ref. 2), the IAEA protocol’s tabulation (Ref.

4), and the tabulations of RB-86 (Ref. 8). The values of Ry and d,,, are from the calculations.

Calculated® E, (MeV)
Enaminal RSO dmax — _

Machine MeV (cm) (cm) E, E; 2.33R4g TAEA RB-86
6 2.63 14 6.11 6.52 6.13 6.24 6.61

9 4.00 19 9.10 9.75 9.32 9.40 9.68

Clinac 12 5.20 2.7 11.74 12.27 12.12 12.23 12.48
2100C 15 6.50 2.1 14.59 15.34 15.15 15.25 15.54
18 7.72 1.9 17.35 18.33 17.96 17.82 18.43

5 2.08 1.1 5.07 5.41 4.85 497 5.27

10 4,12 2.1 9.34 10.08 9.60 9.64 10.00

SL75-20 14 5.98 1.7 13.28 14.53 13.93 13.95 14.33
17 6.96 1.9 15.28 16.67 16.22 16.32 16.64

20 8.10 1.8 17.76 [9.55 18.87 18.75 19.36

6 2.31 1.3 5.53 5.75 5.38 5.52 5.87

KD2 11 421 2.5 9.70 10.06 9.81 9.82 10.23
21 8.30 3.0 18.74 19.42 19.34 19.25 19.87

6 2.18 1.3 5.50 5.52 5.08 5.20 5.56

9 342 2.1 8.25 8.30 7.97 8.05 8.40

Therac 13 5.14 3.2 12.14 12.26 11.98 12.09 12.39
20 17 6.85 42 15.93 16.16 15.96 16.10 16.38
20 8.10 42 18.74 19.09 18.87 18.75 19.36

25 10.36 3.0 24.53 24.56 24.14 2421 25.06

MMS0 40 15.47 2.5 38.90 38.98 36.05 37.55 39.62
50 18.55 2.8 48.90 49.05 43.22 46.38 49.90

"Eo is the average energy of all electrons inside treatment field. 1_5; is the average energy of only direct electrons

inside treatment field.

only important for high energies since the 1/r? corrections
are much less at shallow depths.

B. Most probable energy at phantom surface and R,

The most-probable electron energy at the phantom sur-
face, E,, is not affected by the electron beam defining sys-
tem. Thus it is not surprising that the relationship between
E,, and R; is independent of beam quality. Figure 6 shows
the relationship between most-probable energy, E,;, and
practical range, R, obtained from realistic clinical beam
simulations and using various formulae.>®® Despite wide
differences in the energy spectra of clinical beams, '© there is
little variation in E, , for a given value of R;, for beams from
various accelerators. Figure 6 shows that various
formulae®®® reproduce the simulated beam data with an ac-
curacy of 3% from 5-50 MeV. For the 50 MeV beam from
the MM50 accelerator, E,, is underestimated by 2% and
0.7% using the ICRU formula and the analytical energy-
range relationship by Sorcini and Brahme’® respectively. The
overestimation (1%) at this high energy by the relationship
of Rogers and Bielajew® is again due to the inverse-square
law correction approximation as discussed above. Table II
presents a comparison of calculated and measured values of
R, and a comparison of E, , values obtained from the Monte
Carlo simulations (using 10 keV energy bins) and those ob-
tained from the ICRU formula [Eq. (1)] using the Monte
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FIG. 4. Energy-range relationship for clinical electron beams as calculated
for various realistic beams at an SSD of 100 cm. The open symbols are for
all electrons (in the field) including scattered electrons from beam defining
components, and the filled symbols are for the direct electrons (in the field)
excluding those scattered electrons which have interacted with the beam
defining components. At the upper right corner of the figure, the symbols +
and X show the results using a 1/r? corrected depth-dose curve for a 50
MeV monoenergetic parallel beam and the depth-dose curve for a 50 MeV
monoenergetic point source, respicctively. E, is the number-averaged mean
energy which is typically up to 15% higher than the fluence-averaged mean
energy.
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circles show the errors introduced by using the inverse-square-law approxi-
mation to convert depth-dose curves for parallel beams to depth dose-curves
for point sources for a 50 MeV monoenergetic incident beam. The incident
beam field is 20X 20 cm? in both cases and SSD is 110 cm for the point
source beam. The Ry, values are 18.87 and 18.58 c¢m for the point source
incident beam and the parallel incident beam that has been corrected to
SSD=110 cm using the inverse-square-law respectively.

0 5 25

Carlo calculated values of R,,. R, is obtained from the depth-
dose curves as the depth of intersection of a line drawn tan-
gent to the depth-dose curve at the point of maximum slope

FiG. 6. The relationship between most-probable energy on the phantom
surface, E,,, and practical range, R, for various clinical electron beams in
a water phantom. E,, , and R, of clinical beams are obtained from the spectra
and calculated central-axis depth-dose curves of simulated beams. Values of
RB-86 are from Monte Carlo calculations by Rogers and Bielajew (Refs. 8
and 10). Values of SB-94 are from analytical energy-range relationships by
Sorcini and Brahme (Ref. 9).

and a line extrapolated from the bremsstrahlung tail. The
uncertainty in values of R; is about 1% due to the procedure
for obtaining them.

The close agreement between the calculated and mea-

TaBLE II. Comparison of values of the practical range, R, from the Monte Carlo calculations and from
experiments and a comparison of values of E, , obtained using the Monte Carlo simulations and those using the
ICRU formula [Eq. (1)] for various clinical electron beams.

E R, (cm) E,, (MeV)
‘nominal
Machine MeV Monte Carlo RE¥-RMC Monte Carlo ENI—EISRY
6 3.26 0.00 6.88 0.18
9 499 0.01 10.39 0.23
Clinac 12 6.25 0.02 13.05 0.36
2100C 15 7.92 0.05 16.31 0.25
18 9.44 0.12 19.49 0.36
5 2.60 0.03 5.66 0.28
10 5.10 0.05 10.66 0.28
SL75-20 14 7.43 -0.04 15.34 0.27
17 8.70 - 17.79 0.15
20 10.10 -0.20 21.04 0.57
6 2.84 0.01 6.05 0.19
KD2 11 5.12 —-0.02 10.51 0.09
21 10.00 0.10 20.59 0.32
6 2.68 0.01 5.60 0.06
9 4.10 0.01 8.42 0.04
Therac 13 6.10 0.00 12.41 0.02
20 17 8.05 0.03 16.35 0.03
20 9.59 0.01 19.30 -0.14
25 12.23 0.10 24.77 —0.04
MMS0 40 19.20 0.12 39.50 0.34
50 23.70 0.09 49.69 1.14
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FIG. 7. Energy lost in traversing the accelerator, i.e. E;,—E, and Em—Eé Vs
Rsy, where E; is the number-averaged mean energy of all electrons at the

phantom surface and E[) is the number-averaged mean energy of direct elec-
trons at the phantom surface. The direct electrons do not include the elec-
trons scattered from the beam defining system.

sured values of R, shown in Table II shows that by adjusting
the energy of electrons from the accelerator vacuum to match
the experimental values of Rs,, we are also accurately
matching R;, values. The agreement is quite satisfactory be-
tween the most probable energies calculated with the stan-
dard (ICRU) formula based on the R, value and the Monte
Carlo values. Nonetheless, for scattering foil accelerators
there is a clear trend for the Monte Carlo value to be typi-
cally 200 to 300 keV higher than the ICRU value.

C. Relationship between incident energy E;, and E,

The relationship between incident electron energy at the
exit vacuum window of an electron beam, E;,, and the av-
erage electron energy at the phantom surface, E,, is influ-
enced by the thickness of scattering foils and the design of
the beam defining system of an accelerator. Figure 7 shows
E,— Eo and E;,— E’, vs R for various clinical beams, where
I:Z(', is the average energy of direct electrons at the phantom
surface. These direct electrons are not influenced by the de-
sign of beam defining system. It can be seen that the differ-
ence between E;, and E, or E. is small (<1 MeV) for beams
from the Therac 20 (which are scanned beams with no scat-
tering foils) and from the MMS50 accelerator (which produces

Medical Physics, Vol. 23, No. 3, March 1996

scanned beams and has a very thin scattering foil). In the
accelerators with scattering foils, the main reason that the
energy loss increases with energy is that the scattering foils
generally get thicker with higher energy.

ICRU Report 35% gives an approximate formula to relate

E, to E;.:
EOZEin_E(AE)an (9)

where (AE),,, , is the mean total energy loss in layer n of
material being traversed, i.e., the sum of collision and radia-
tive energy losses. Since each side in Eq. (9) can be calcu-
lated using the simulated clinical beams, we can assess the
accuracy of this formula. This is an idealized case because
both calculations are known to use identical descriptions of
the scattering foils.

Figure 8 shows the discrepancies between E,,—E, and
calculated 2%(AE),,,, for various beams from different
medical accelerators (filled symbols). The calculated energy
loss in the intervening material layers is given by
2(AE);p., = 2dt,(dE/dt), . It can be seen (fig. 8) that the
discrepancies are small (<0.4 MeV) for a variety of clinical
beams although they range between 600 keV high and 700
keV low. This amounts to only *4% of the beam energy, but
represents an error in the estimated energy loss of over 20%
in some cases. Figure 8 also shows the discrepancies be-
tween the incident energy and the mean energy of the direct
electrons in the field, Ein—E’) and the calculated estimate,
2(AE),,. . (open symbols). One might expect that these dis-
crepancies should be smaller, however they are larger for
beams from accelerators with scattering foils. This is because
the simple model of Eq. (9) assumes that all electrons reach
the patient plane. In reality, and in the Monte Carlo calcula-
tions, those electrons which undergo large energy-loss events
are more likely lost from the beam and hence the electrons
left in the beamn have a higher average energy. By including
the electrons scattered from the beam defining system, the
model works better. That this model works at all is because
secondary electrons in the beam play little role in the average
energy. We have studied the effect of secondaries on the
average energy. The results show that for the 6 and 18 MeV
electron beams from the Clinac 2100C only 0.8% and 1.7%
of the total electrons inside the field are secondary electrons
with average energies of 1.45 and 3.11 MeV respectively. By
excluding these secondaries, the average energy would in-
crease by 0.65% (0.04 MeV) and 1.7% (0.25 MeV) for the 6
and 18 MeV beams from the Clinac 2100C respectively.

D. Mean energy as a function of depth for
monoenergetic incident electron beams

For incident monoenergetic electron beams Fig. 9 com-
pares the mean energy of primary electrons as a function of
depth calculated with the code ENXYZ to those calculated by
Andreo and Brahme and used in the IAEA Code of
Practice' ™ and to those predicted by the Harder formula and
used in the AAPM TG-21 protocol. Our results using mo-
noenergetic incident beams and considering only primary
electrons in the medium agree reasonably well with values
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FiG. 8. The difference between the actual energy loss in the accelerator and
the simple estimate given by Eq. (9), i.e. AE—Xdt(dE/dt) vs Ry, where
filled symbols correspond to AE = E;,— Eo and open symbols correspond to
AE = E in—]—S; where E; is the average energy of direct electrons at the
phantom surface. The direct electrons do not include the electrons scattered
from the beam defining system.

calculated by Andreo and Brahme!”* despite the differences
in the Monte Carlo models used in the calculations (different
codes and point source vs parallel beams). The maximum
differences in calculated mean energies are 0.15 MeV
(1.5%), 0.3 MeV (1.5%) and 0.5 MeV (1.7%) for 10 MeV,
20 MeV and 30 MeV incident beams respectively. The dis-
crepancies are reduced by a factor of two if parallel incident
beams are used in our calculation as was done by Andreo and
Brahme.

As shown in Fig. 10, we have calculated mean energies as
a function of depth in a water phantom for several further

monoenergetic incident beams

Y T T 7T T T T

point source
= |JAEA (Andreo)
—-—~—- AAPM (Harder)

10
depth in water /cm

F1G. 9. Comparison of the mean energy of primary electrons calculated with
the code ENxYZ (for a point source at an SSD of 100 cm) to those calculated
by Andreo and Brahme (Ref. 17) for a broad parallel beam [recommended in
the IAEA Code of Practice (Ref. 4)] and to those calculated using Harder’s
relation employed in the AAPM TG-21 protocol (Ref. 2).
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FiG. 10. Comparison, for incident monoenergetic beams, of the calculated
mean energy as a function of depth in a water phantom for just the primary
electrons or for both primary and secondary electrons. For calculations in-
cluding secondary electrons, results are shown for electrons with energies
down to 521 or 700 keV total energy (10 or 189 keV kinetic energy).

cases with 10, 20 and 30 MeV monoenergetic incident
beams. In case 1, only primary electrons are considered in
the calculation, as in fig. 9. In case 2, both primary and
secondary electrons are considered but those secondary elec-
trons created from photons are not included. In case 3, all
electrons are considered. In case 4, the electron cut-off en-
ergy, ECUT=0.521 MeV (total electron energy), is used in
the calculation instead of ECUT=0.700 MeV (total electron
energy) as in all other calculations. It can be seen that:

* There is a significant drop in mean energy when second-
ary electrons are included in the averaging, especially at
shallow depth. The decrease at d.,, is 5%, 10% and 13% for
10 MeV, 20 MeV and 30 MeV beams respectively. At the tail
there is an increase in the mean energy because only photons
create secondary electrons beyond R;,.

* Changing ECUT from 0.700 MeV to 0.521 MeV has a
small but not negligible effect on the calculated mean energy
of all electrons. The further decrease in mean energy at
dax 18 4.7%, 3.7% and 3.6% for 10 MeV, 20 MeV and 30
MeV beams respectively.

It is found by calculation that although knock-on electrons
created by phantom-generated bremsstrahlung photons play
some role past R,,, they play no role in the mean energy over
the entire therapeutic depth (not shown). This is because it is
a second order effect. It is also found that the calculated
mean energy of primary electrons is not sensitive to a change
of ECUT from 0.700 MeV to 0.521 MeV. The curve with
ECUT=0.521 (not shown) is virtually identical to that with
ECUT=0.700 MeV. This. is because there are very few pri-
mary electrons with energies below 0.700 MeV.

E. Mean energy as a function of depth for incident
clinical electron beams

In protocols for clinical electron beams, the determination
of the mean energy at depth in a water phantom, Eg, is based
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Fic. 11. Comparison of values of mean energy as a function of depth as
calculated by Monte Carlo and those obtained from protocols for the 18
MeV beam from a Clinac 2100C accelerator. In case 1, only electrons are
included in the realistic incident beam and only primary electrons are con-
sidered in the water phantom. In case 2, only electrons are included in the
realistic incident beam and both primary and secondary electrons are con-
sidered in the water phantom. In case 3, both electrons and contaminant
photons are included in the realistic incident beam and both primary and
secondary electrons are considered in the water phantom.

on two beam parameters, E, and R;. In the AAPM TG-21
protocol, E, is determined from the relationship E,
= 2.33R5, while in the IAEA Code of Practice, E, is tabu-
lated vs Rsg. The mean incident electron energies deter-
mined according to the AAPM and the TIAEA protocols for
each beam are shown in table 1. In addition to the difference
in E, values determined according to the two protocols, the
AAPM protocol'® uses a simple formula, Ey = E,(1 — d/R )
while the IAEA Code of Practice* gives values tabulated as a
function of E, and diR,.

Figure 11 shows a comparison between our calculated
values and those obtained from protocols for electron mean
energy along the central axis for an 18 MeV beam from a
Clinac 2100C accelerator. It can be seen in the figure and in
table I that E, determined according to protocols is 0.5 MeV
(3%) higher than we calculate for the 18 MeV beam from a
Clinac 2100C. This leads to an overestimation of E, by the
protocols over the entire therapeutic depth. At d,,, Eq is
overestimated by 20% or 15% for this beam using the
AAPM or IAEA protocols respectively. To study the discrep-
ancy in detail we also calculated three different cases as
shown in fig. 11. By comparing cases 1 and 2 it is seen that
E, is significantly lower when secondary electrons are in-
cluded in the calculation, especially at shallow depth. By
comparing cases 2 and 3, it is clear from fig. 11 that con-
taminant photons in the realistic beam have a negligible in-
fluence on Ey.

Figure 12 shows both dose profiles and the electron mean
energy profile at different depths (surface, d,,, and Rsp) in a
water phantom for the same beam as in fig. 11. Mean ener-
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F1G. 12. (a) Monte Carlo calculated dose profiles and (b) mean-energy pro-
files at different depths in a water phantom for an 18 MeV beam from the
Clinac 2100C. In the lower panel, solid lines are the mean energy of prima-
ries in phantom-and only including electrons in the incident beams. Dotted
lines are the mean energy of both primary and secondary electrons and only
including electrons in the incident beams. Dashed lines are the mean energy
of both primary ‘and secondary electrons and including electrons and con-
taminant photons (i.e. the complete realistic beam).

gies are slightly higher (1%—3%) near the field edges than
near the central axis at all depths due to scattered electrons in
water phantoms and in the beam as we discussed in section
IIT A. The mean energy shows a roughly flat distribution
across the field and drops quickly beyond the treatment field.
Note that with this sudden change in electron energy at the
field edge, the stopping-power ratio needed to relate an ion
chamber reading to the absorbed dose to water would in-
crease by roughly 7% although since the dose is also drop-
ping quickly, the net effect would be a small error relative to
the maximum dose in the phantom at the field edge.

Figure 13 compares the calculated Ed with values deter-
mined according to the AAPM and the IAEA protocol for
four clinical electron beams with incident energy range from
5 to 50 MeV. It can be seen that the discrepancies vary with
beam energies as well as the depths. For a 5 MeV beam from
an SL75-20 at d,,,,, E4 is overestimated by 15% according
to the AAPM protocol and overestimated by 5% according to
the TAEA protocol. For the 10 MeV beam from an SL.75-20
at d,, » Eq is overestimated by 26% or 10% according to the
AAPM or the TAEA protocol respectively. For a 21 MeV
beam from a KD2 at d,,,, Eq is overestimated by 30% or
18% according to the AAPM or the IAEA protocol respec-
tively. For a 50 MeV beam from MMS50 at d,,,, , E4 is over-
estimated by 8% according to AAPM or IAEA protocol.
These discrepancies are due to our use of more sophisticated
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FiG. 13. Comparison between calculated E, for full beams with A =189 keV and that from protocols for 5, 10, 21 and 50 MeV clinical electron beams. In the
right upper panel the electron incident energy of the monoenergetic point source is 9.34 MeV which is the same as the calculated mean energy of the 10 MeV

beam from the SL75-20.

models which include secondary electrons and due to the
problems in how the protocols assign the mean energy at the
surface.

In fig. 13, we also present our calculated E4 values for a
monoenergetic incident beam with an incident energy which
is the same as the calculated mean energy for the 10 MeV
beam from the SL75-20. The results show that E4 for the
monoenergetic beams drops more slowly than that of the
clinical incident beam near the phantom surface and then it
drops more quickly than that of the clinical incident beam.
The lower-energy electrons in the incident clinical beam gen-
erally have a large incident angle and are more easily scat-
tered inside the phantom, and thus have a stronger effect near
the surface. Also, at large depths, }_Ed is dominated by the
high-energy electrons in the clinical beam because the lower-
energy electrons can not reach there and thus the average
energy is higher at depth in the clinical beam, given that the
initial mean energies are the same. This result is consistent
with those of the study by Udale-Smith."

Generally speaking, if E, is overestimated according to
the protocols, Ed will be underestimated over the entire
therapeutic depth for any beam. If E, is underestimated ac-
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cording to the protocols, the discrepancies between calcu-
lated values of E4 and those determined according to proto-
cols, vary with the amount of underestimation of E,. In the
case of the 5 MeV beam from an SL75-20 accelerator, I_Eo is
underestimated by 2% according to IAEA protocol. This
leads to a 3% underestimation of E4 at d,,,,. In the case of
the 50 MeV beam from a MM50 accelerator, the IAEA Code
of Practice underestimates the value of E, by 5%. This leads
to only an 8% overestimation of Ey at d,,, .

In most cases, E, is underestimated using the relationship
E, = 2.33Rs,. However, this underestimation in E actually
reduces the discrepancy between our calculated values of
Ed at d ., and those determined according to protocols.

F. Depth-scaling factors for non-water phantoms

Figure 14 shows the calculated depth-dose curves and
mean energies along the central-axis in different phantom
materials for the same 18 MeV incident electron beam from
the University of Wisconsin Clinac 2100C. If we scale the
depth (in cm) in non-water materials to the water-equivalent
depth (in cm) such that the mean electron energy is the same
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FIG. 14. Calculated central-axis depth dose curves and mean energies E, as
a function of depth in different phantom materials for an 18 MeV beam from
the Clinac 2100C. The values of the mass density used in the calculation are:
ppolyslyrene:]~060 g/cmav Pwhite polystyrene — 1.048 g/cm3, pPMMA:1~190 g/Cm3
and P geaphiie =2.00 g/em®. The ECUT used in the calculation is 0.700 MeV.

at corresponding depths, we find that the depth-scaling factor
is equal to Rsp(in water)/Rso(in medium). This is just the
definition of the effective density in the AAPM TG-25
protocol.!® After scaling the depth in the non-water materials
to the equivalent depth in water, the resulting depth-dose
curves are shown in Fig. 15. The discrepancies between the
depth-dose curves in water and the scaled depth-dose curves
in plastics are less than 1% of the maximum dose. This in-
dicates that the spectra are also similar at the scaled depths.
The discrepancies between the depth-dose curve in water and
the scaled depth-dose curve in graphite are up to 3%.

The good agreement for the scaled mean energies over the
entire depth range shows that the scaling factor is a constant
with depth. Although our scaling factor has the same formula
as that of the effective density defined by the AAPM TG-25
protocol, as shown in table III, our values are different from
the values recommended in the AAPM TG-25 protocol. For
example, the AAPM recommended value of effective density
for clear polystyrene is 0.975 while ours is 1.001. There is a
2.6% difference. The mass density of polystyrene which we
used is 1.06 g/cm® (from ICRU Report 37) which is slightly
larger than the value 1.045 g/cm® given in the AAPM TG-25
protocol, i.e. the mass density contributes a 1.4% difference.
Therefore the values of depth-scaling factor recommended
by the AAPM TG-25 protocol for clear polystyrene is under-
estimated by 1.2% for the 18 MeV beam. However this rec-
ommended value for clear polystyrene in the AAPM protocol
is accurate for a 6 MeV beam. It is also clear from table III
that there are considerable variations in effective density,
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Fic. 15. Calculated depth-dose curves and E values for different media for
an 18 MeV beam from the Clinac 2100C after scaling to the water equiva-
lent depth using the depth-scaling factors, i.e. effective density, p g, given in
table IIL

both the definition and the recommended values.

The range scaling values recommended in the IAEA Code
of Practice’ are based on the ratio of continuous-slowing-
down ranges [Eq. (4)] with values from ICRU Report 35,
which differ by up to 0.2% from the values based on ICRU
Report 37°° values which are used everywhere else in the
Code. These values generally overestimate our calculated
depth-scaling factors by 1%-2% for clear polystyrene or
PMMA phantoms (off scale in fig. 16).

To investigate the influence of beam energy and quality
on the depth-scaling factors we calculated the factors for a
variety of beams from various accelerators with nominal
beam energies from 5 to 50 MeV. In Fig. 16, the calculated
depth-scaling factors (or effective densities) are plotted as a
function of Ry in plastic. It can be seen that the variation of
depth-scaling factors is small (< 1.5%) for beam energies in
the range 5-50 MeV and that the calculated depth-scaling
factors have little variation with beam quality. We do a least-
square-fit of the calculated data points for each phantom ma-
terial to:

pher=Ap+ By(RE)?+ C VR, (10)

where pf,; is the fitted depth-scaling factor for plastic p and
A,, B, and C;, are the fitting parameters. The values of fitted
parameters for the three plastics are given in table IV and the
fitted curves are shown in fig. 16. Table IV also gives the
fitted coefficients for use with Ry, in water, i.e.:

ph=A,+B(R%)*+ C VR, (11)

We also calculate the depth-scaling factors for monoener-
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TasLE III. Densities and effective densities or depth-scaling factors for scaling the depth (in cm) in a non-water
phantom to the equivalent depth in a water phantom for an 18 MeV electron beam from a Clinac 2100C.

3 .
p (g/lem’) Scaling-factor pg Scaling factor
Material ours® AAPM® ours® AAPM* IAEA®
Polystyrene 1.060 1.045 1.001 0.975 1.017
White PST 1.048 1.055 0.999 0.99 -
PMMA 1.190 1.18 1.132 1.115 1.144
Graphite 2.000 - 1.729 - -

2Used in the Monte Carlo calculations, taken from ICRU37 (Ref. 26).

®Given in the AAPM TG-25 protocol (Ref. 10),

“Calculated using calculated values of Rsy and the definition p.¢ = Rsq(in water)/Rso(in medium) with an 18

MeV beam from Clinac 2100C (Ref. 10).

9Recommended in the AAPM TG-25 protocol (Ref. 10), these are independent of Eo.
*Recommended in the IAEA Code of Practice where the mass densities are same as those used in our calcula-

tion. Since the tabulated values given in the IAEA Code of Practice depend on E, [1.027—0.997 (polystyrene)
and 1.149—1.133 (PMMA) for E, from 5-50 MeV respectively] we choose the value corresponding to E,
= 15 MeV which is close to the beam we used in the calculation.

getic point source incident beams for electron energies of 6,
10, 16 and 20 MeV. The calculated values of the depth-
scaling factor as a function of Ry for monoenergetic beams
are in a close agreement with those for realistic incident
beams for the three plastics studied (not shown). This result
further confirms that the calculated depth-scaling factors are
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independent of the beam quality but vary with beam energy.
After scaling to common densities, our results of depth-
scaling factors agree with the Monte Carlo calculations using
monoenergetic beams by Grosswendt and Roos'® within their
stated uncertainties of the calculation, although they did not
explicitly report their depth-scaling factors.

To study the influence of density variations for a practical
non-water phantom we change the density of a plastic phan-
tom by 16% and calculate the depth-dose and mean energy
vs depth curves for the 18 MeV beam from a Clinac 2100C,
as shown in Fig. 17. It can be seen that the influence of
density variation has been included if the depth-scaling fac-
tor of R%*®"/RES*"¢ is applied. This indicates that the influ-
ence of density variation is negligible as long as the mea-
sured values of Ry, in water and plastic are used for the
depth-scaling.

If our calculated values shown in fig. 16 are used instead
of measured Rsy values in water and in plastic, and if the
mass density of the plastic used in the measurement is dif-
ferent from the one used in our calculations, the depth-
scaling factor must be corrected by using:

TasLE 1V. Fitted parameters for the depth-scaling factor or effective density,
pZs by which the depth (in cm) in a plastic phantom is muitiplied to give the
equivalent depth in a water phantom [Eq. (5)). Parameters are given for
pLa=A,+B,(RE)* + Cp@ [Eq. (10)] as a function of RE, for clear-
polystyrene, white polystyrene and PMMA phantoms with densities as given
in Table IIL. For other densities, the value of pZ; must be scaled using Eq.
(12). The table also contains the parameters for determining the value of
Py as a function of R, from the equation ply = A] + B/ (R3)* + C;, \/R—‘SVO.

R, in PMMA /cm

FiG. 16. Monte Carlo calculated depth-scaling factors as a function of Ry in
plastic for clear polystyrene, white polystyrene and PMMA phantoms using
clinical incident electron beams. The depth-scaling factor is calculated to
ensure the mean energies are matched at equivalent depths. The densities for
which these factors apply are given in table III and Eq. (12) should be used
to account for variations from these values.
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P Cp
Phantom materials A, (em™?) (cm™ ')
Clear polystyrene 0.9688 —1.009%x107* 1.360% 1072
White polystyrene 0.9765 —1.184x107* 1.070x1072
PMMA 1.1179 —1.122x107* 7.416X1073
Ay , )
Clear polystyrene 0.9689 -1.016x107* 1.356x1072
White polystyrene 0.9762 —-1.232x107* 1.092x1072
PMMA 1.1177 —9.008%x107? 7.096x1072
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FiG. 17. Calculated depth-dose curves curves and E, using PMMA with a
different density and applying the scaling factor p.s = Rso(density
= 1.19)/R sy(density = 1.00) for the 18 MeV beam from a Clinac 2100C.

plastic
usr
pZ}}=pgffX plastic > (12)
Prom

plastic

where p’;f‘f is the value from Eq. (10) (fig. 16), and p7.7
and p?'"¢ are the mass densities of the plastics used in
user’s measurements and in our calculations respectively. For
the above extreme case of changing the mass density of the
PMMA from 1.19 to 1.00 g/cm?, Eq. (12) gives the value of
depth-scaling factor as 1.132X1.00/1.19=0.951 which is
0.7% less than the value obtained from the ratio of
RYZT/REL1€=772/8.02=0.958. However, in clinical
practice the variation in density of a given type of plastic is
usually less than 2% to 3%. Thus the discrepancies caused
by using Eq. (12) will be very small (<0.1%).

In this study we have determined the depth-scaling factors
by insisting on matching mean energies at equivalent depths.
As mentioned above, this is just a stand-in for the real goal
which is to match depths at which stopping-power ratios are
identical, and elsewhere this has been demonstrated to be the
case.”!

The above scaling factors, while deduced in terms of
mean energies at depth, can also be used as range scaling
factors as can be seen by the close agreement of the entire
depth-dose curves in fig. 15.

IV. CONCLUSIONS

We have presented detailed data about the mean energies
at the surface of the phantom for the simulated clinical
beams from a variety of medical accelerators including a
Varian Clinac 2100C, a Philips SL75-20, a Siemens KD2, an
AECL Therac 20 and a Scanditronix Medical Microtron 50.
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We have presented the mean electron energy at the surface of
the phantom as a function of off-axis distance as well as the
differences between the number-averaged and the fluence-
averaged mean energy. It is shown that the mean energy near
the field boundary is about 2% higher than that near the
central-axis and that fluence-averaged mean energy is about
2% lower than that of number-averaged mean energy at the
surface of the phantom. We have studied E, and E,p, and
their relationship with Rsy and R,, for beams in the energy
range 5-50 MeV. It is impossible to obtain a universal and
highly accurate relationship between Rsy and E, because the
number of scattered low-energy electrons varies with the ma-
chine’s treatment head design. However, there exists an ap-
proximate relationship between Ry, and E(', , the mean energy
of direct electrons. This relationship is in close agreement
with the energy-range relationships calculated using mo-
noenergetic beams by Rogers and Bielajew® except at very
high energies. Here the simple 1/7? technique to calculate
depth-dose curves for a point source from depth-dose curves
for a parallel beam is shown to break down and explicit
calculations with a point source are required.

We have shown that the empirical formula used by the
AAPM and IAEA protocols to predict the most probable
energy in the electron beam, viz. E,,=0.22
+1.98R,+ 0.0025R,2, , 18 accurate for clinical beams with en-
ergies from 5 to 50 MeV. This formula reproduces the cal-
culated data from realistic simulated clinical beams with an
accuracy of 3%.

The electron mean energy, E4, as a function of depth is
calculated in water as well as plastic phantoms. E,4, calcu-
lated using realistic beams, is compared both with Harder’s
relationship, Ey= E(1 — d/R,), employed in AAPM proto-
cols and with values determined according to the IAEA Code
of Practice. The conventional relations generally overesti-
mate E4 over the entire therapeutic depth. For example, the
AAPM or IAEA overestimates Eq by up to 20% or 15%
respectively for an 18 MeV beam from the University of
Wisconsin’s Clinac 2100C at d ., . It is also found that at all
depths mean energies are 1%—3% higher near the field edges
than on the central axis. The differences in the mean energies
between those calculated using clinical beams and those de-
termined according to protocols vary with the beam quality.
Discrepancies in E, decrease when the beam’s mean energy
E, is underestimated by using the simple relationship
E,=2.33 Rsy Eq. (2)2104

The differences in the mean energies between those cal-
culated using clinical beams and those determined according
to protocols reflect that:

* AAPM'’s simple formula, E;= E(1
rate;

+ JAEA’s values are calculated using monoenergetic
beams and only primary electrons are considered in the cal-
culations;

* scattered low-energy electrons from the beam defining
system in a clinical beam tend to lower the incident beam’s
mean energy for a given value of Rs.

At d ., the value of E, determined according to the IAEA

— d/R,}, is notaccu-
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Code of Practice is up to 1 MeV lower than that determined
according to the AAPM protocol, depending on the beam
energy as well as beam quality. It should be emphasized that
in both protocols, E, is only used to specify which fluence
correction factors to use since these factors, which only ap-
ply at d,,,. were originally specified this way. Thus, at the
practical level, if more accurate values of Ed are used in
clinical situations, the original data must also be re-analyzed
using the more accurate data. However the IAEA Code of
Practice has provided improved values of l_Ed without modi-
fying the original data for fluence correction factors.?® This
inconsistency leads to only a 0.1% error in electron fluence
correction factors determined according to the IAEA Code of
Practice. This error is small compared to the other uncertain-
ties in the fluence correction factor.

Using the same incident clinical beam we calculate mean
energy in different non-water phantoms. The scaling factors
used to convert depth in plastic to water-equivalent depth are
obtained. By scaling the depth in the non-water medium to
the depth in water where the mean energies are equal, we are
able to obtain the scaling factor directly. The depth-scaling
factor is found to be a constant as a function of depth with a
small variation (<1.5%) depending on the incident beam
energies. The calculated depth-scaling factor is found to be
equal to RE“"/RE\*" which is consistent with the AAPM
definition of effective density. However the discrepancies be-
tween our calculated values and those recommended by the
AAPM and the IAEA protocols are up to 2%. The values of
the depth-scaling factor obtained by using the ratio of the
continuous-slowing-down ranges employed in the IAEA
Code of Practice are shown to be inaccurate and overesti-
mate our calculated values by up to 1%—-2% in all cases.

Our calculated values of depth-scaling factor for three
plastics are shown in fig. 16 and parameterized in table IV. If
the mass density of the user’s plastic phantom is different
from what we used in the calculation, Eq. (12) should be
used to correct for this density effect. The curves in fig. 16
can also be used for range scaling, e.g. to determine Rs; in a
water phantom from a measured value in a plastic phantom
or vice versa.
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