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The DANTSYS multigroup discrete ordinates computer code is applied to quantitatively estimate the
absorbed dose rate distributions in the vicinity of a microSelectfdin high-dose-rate(HDR)

source in two-dimensional cylindric&-Z geometry. The source is modeled in a cylindrical water
phantom of diameter 20 cm and height 20 cm. The results are also used for evaluation of the Task
Group 43(TG-43) dosimetric quantities. ThBANTSYS accuracy is estimated by direct comparisons
with corresponding Monte Carlo results. Our 210-group photon cross section library developed
previously, together with angular quadratures consisting of @) (to 210 (S, directions and
associated weights per octant, are used irp#ersys simulations. Strong ray effects are observed
but are significantly mitigated through the usemNTSYS's stochastic ray-tracing first collision
source algorithm. Th®ANTSYS simulations closely approximate Monte Carlo estimates of both
direct dose calculations and TG-43 dosimetric quantities. The discrepanciesSyyithngular
guadraturg55 directions and weights per octaor higher are shown to be less tharb% (about

2.5 standard deviations of Monte Carlo calculatioegerywhere except for limited regions along
the Z axis of rotational symmetry, where technical limitations in teuTsys first collision source
implementation makes adequate suppression of ray effects difficult to achieve. The efficiency of
DANTSYS simulations is compared with that of tiEss4Monte Carlo code. It is demonstrated that
even with the 210-group cross section librabaNTsYS achieves two-fold efficiency gains using

the theS,o quadrature set. The potential of discrete ordinates method for further efficiency improve-
ments is also discussed.S0094-240800)01510-9
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I. INTRODUCTION (i) DOM is a nonstochastic technique, and flux errors are

The Discrete Ordinates MethodOM)! is a deterministic systematic rather than stc_atlsucal.

solution of the Boltzmann transport equation governing par-(") DOM a.utoma.ltlcally provides the c.om.plet.e two- or
ticle transport. The method is well known and routinely used three-dimensional flux and kerma d|str|but|ons. )
for reactor physics applicatiod€ However, DOM is rarely (i)  DOM uses a mesh-based rather than analytic descrip-
applied to medical radiation physics problems, where Monte tion of the problem geometry.

Carlo solutions of the Boltzmann equation are almost univer- . . i : .
sally used. Since DOMas used hejds fundamentally for- I_n addition, DOM solutions can benefit from _mformatlon d’e-
mulated as a finite-difference equati@ather than as finite 'ved from similar problems solved previously. DOM's
differencing of an analytic approximatiprfew approxima- m_esh-based geometry r_epresent_atlon is well _swted for_use
tions are made. Thus DOM solutions will approach the exactVith CT- and MRI- defined patient geometries. Material
solution of the Boltzmann equation as the space, energy, arjfoperties can vary from one voxel to another. Usually,
ang'e meshes approach differential size. Similar to Montéluxes are calculated at the center of each mesh cell used to
Carlo applications in brachytherapy, DOM can account fordescribe the problem geometry. Although, in principle,
tissue composition, applicator attenuation, and intersourcPOM can be used to solve the coupled photon—electron
attenuation. It provides an alternative to Monte Carlo solutransport problem3,the code we have investigated is de-
tions of the transport equation. The major differences besigned for modeling transport of indirectly ionizing radia-
tween discrete ordinates calculations and Monte Carlo simuion, and is therefore a potentially useful dose computation
lations are as follows. tool in low-energy x-ray therapy and brachytherapy, where
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secondary charged particle equilibrium is a validand the other dosimetric quantities recommended by the
approximatiorf: The goal of this study is to demonstrate the AAPM Task Group 4% (TG-43 are also evaluated, requir-
accuracy with which DOM can evaluate dose distributions ining a DOM estimate of the source’s air-kerma strength per
brachytherapy. unit activity ratio. Finally, this work provides the first com-

In radiotherapy, DOM has been applied to boron neutronplete mathematical description of the multigroup discrete or-
capture therapyBNCT),>~8 Cf-252 source dosimetyi°fast  dinates transport solution in the medical physics literature. A
neutron beam characterizatibhand medical accelerators major goal of this study is to demonstrate the accuracy of
neutron leakage evaluatidh.Until recently!®'* however, discrete ordinates calculations, in a clinically realistic geom-
DOM has not been applied to brachytherapy problems iretry, by means of a direct comparison with Monte Carlo
multidimensional geometries. The characteristics of this apsimulations. The effects of important computational param-
plication, i.e., small discrete sources emitting low-energyeters, such as replacing discrete primary photon sources with
photons that are embedded in shallow penetration media di& precalculated first collision source, for cost effective ray
fer significantly from high-energy photon, deep penetratioreffects mitigation, and the angular quadratures used are also
problems where DOM has been validated. Previously, wealiscussed. Finally, an assessment of th&TsYs efficiency
demonstrated that DOM kerma-rate distributions accuratelyelative to Monte Carlo is made.
reproduced Monte Carlo photon transp@tCPT) simula-
tions for a broad range of photon spectra and idealized
brachytherapy geometries provided that an appropriate mul-
tigroup cross section library is used together with a suitablq]. MATERIALS AND METHODS
choice of the other computational parameférs’

Our previous work in applying DOM to brachytherapy
dosimetry considered only highly simplified spherical and
cylindrical sources. In contrast, the present study is the first The distribution of neutral particle radiation in a system
to use the standard DOM photon transport codeTsys™®  of photon sources and absorbing media can be described by
to evaluate the complete two-dimensiofD) dose-rate dis- the Boltzmann transport equatidiror brevity we limit our-
tribution around an actual clinical source, the microSelectrorselves to one-dimensional slab geometry, in which case the
high-dose-ratéHDR) Ir-192 source. The dose-rate constanttime-independent transport equation becomes

A. Discrete ordinates method for solving the
transport equations

d ) 1 Eq
7}0"_l/j(x’E’ﬂ)+M’f(x’E)1/j(x’E’77) f d”'J dEI,U,s(x,E’HE; ﬂO)lp(x:E,av’)-'_S(xaE,n) (l)
\ X " \ ; —J -1 0 , N\ /
T, T, hy T,

I

where #(X,E, ) is the angular particle fluxe.g., photons . : 1 Eo

per cnf per 9 at locationx with energyE per unit solid angle D(X)EK(X):Zﬁﬁld ﬂfo dE(pen/ p) (X, E)EY(X,E, 7)

and energy, andy denotes the direction cosine of the particle

trajectory with respect to th¥ axis. This complex equation Eo

in three independent variablgsix in the general three- EL dE(sen/ p) (X, E)E®(X,E), @
dimensional cage states that the change in flux

n(d/dx) ¥(x,E,n) (denoted byT,) in any phase space cell,

dx dE dy, is a sum of(i) losses to photon attenuatiof); 1 )

(i) gains due to inscattering from other energies and angle§here  ®(x.E)=2xJ-,dn §(x,E,7) is the one-
(T3); and (iii) contributions from any photon sources, dimensional scalar flux, anl; denotes the maximum en-
S(x,E, ) in units of particles per unit volume, solid angle, €rdy of the photons emitted by the sources.

and energy, per sT(). The quantities u,(x,E) and The core of the discrete ordinates method is the discreti-
ws(X,E'—E;7,) are the macroscopic total and scatteringzation of the angular variablg in Eq. (1). An important
cross sections, respectively, ang denotes the cosine of the intermediate step is to approximate the angular dependency
scattering anglébetween the incident and scattered particleof the differential cross sectionss by a truncated Legendre
direction. From the angular flux, all radiological quantities polynomial series. The Legendre polynomials form a com-
of interest, e.g. dose rates, can be calculétegjlecting sec- plete set of orthogonal functions on the segmnt,1].t
ondary electrons The orthogonality relations are given by
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1
fl 4% P, () Por() = ZHZ—H n=m; @ MQ(X,E'HE)E(ZnﬂLl)ﬁldvo ps(X,E'—E,70) Pl 70)-
-t 0, n#m, (5)

whereP,(x), Py(X) denote Legendre polynomials of degree
nandm, respectively. In this study we demonstrate thiit=3 is a sufficiently ac-

The expansion ofe takes the forrh curate approximatiof*

1 N Substituting Eq.(4) into Eq. (1), and using the addition
us(X,E'—E, ng)= EHZO 1a(X,E'—=E)P,(n0). (4)  theorem for the Legendre polynomidls,

The completeness of the expansion, Ej, is expressed by
the fact that it isexact provided thatN—ce, however, one Pn(70)=Pn(7)Pn(7"), (6)
usually restricts the expansion to finite valuedNptradition-
ally denoted ady .
From Eq.(4), and Eq.(3), the expansion coefficienter where ' and 7 denote the incident and scattered direction

moment$ are obtained by cosines, respectively, we obtain
9 Yo Eg
"ox VOB MY RASEWE ) = 5 o f dE' W2, B = E)P, () §/' (x,E) +S(x,E,7) (M
~ vl ~ ) n= 0
v v~ ~ — A S
T, T, T, T,
|
where where ¢ (X,E) = #(X,E, 7)), and it is assumed that the in-
1 terval —1=<y=<1 is partitioned intoM ordinatesz,,. Simul-
zp“(x,E’):f dn' ¢(X,E', 7" )Pn(7") (8)  taneously, the angular flux momeni$, defined in Eq(8),
-1

are approximated by a finite sum or quadrature formula,

are the angular flux moments.

The discrete ordinates approximation consists of requiring M
Eq. (7) to hold only forM discrete directionsy,,,, leading to P (XEN= D Wothn(X.E)Ph(7m), Nn=0,1,2,..N,
m=1
g (10
nma_x wm(x’E)_‘_Mr(x’E) wm(x,E)
h e 7S X g where the weightsv,,, are associated with each discrete di-
1 2 rection n,,. The combination of the discrete direction co-
N orE, sines together with their associated weights is referred to as a
= E 5J dE' ut(x,E'—E)P,(n,,)¥"(x,E") “quadrature set.” In the literature the order of expansibh,
0 0 -~ » is represented by the notati@y, . The relationship between
T the subscripiN (not related toN in the Py notation above
3 .
and the actual number of angles and weights depends on the
+S(x,E,m,) ) symmetries assumed by the quadrature derivation.
S—— Substituting Eq.(10) in Eg. (9), we obtain the discrete
I, ordinates equations,
|
. N M
d 1 EO 1 n 1 1
ﬂm&_xlﬂm(x,E)“‘Mr(X,E)lﬂm(X,E):20EJO dE MS('X’E _>E)Pn(77m) E Wm’wm’(x’E )Pn(nm’)
n= m'=1
I, T, T
+S(x’E’ 77”’[)
e —
T,, m=1.2,..M. (12)
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Equation(11) forms the foundation of the discrete ordi- The group fluxiy, 4(X) is no longer a distribution in energy
nates method’s implementation for solving the transporor an average in energy but is the total number of particles in
equations. The choice of the discrete directigpsand cor-  the energy intervalE4 traveling in a direction defined by
responding weights/,, seeks to satisfy the following condi- 7,,. Therefore, integrals over energy, e_g(EyOF(E’)dE’,
tions: (i) physical symmetries are preserved upon discretizacan  be replaced with sums of the form
tion; (ii) the angular momeni®.g., Eqs(8),(10)] accurately Eg/zlfmz F(E")dE'. The multigroup energy approxima-
represents the problem sources; z@md the denve_ltlves Wlth tion is intrgoduced in Eq(12) by multiplying the equation by
respect to anglén curved geometrigsare approximated in a dE and integrating over each group birE, .

simple manner. To complete the integration of Eq11), for simplicity

In multidimensional geometries, not all of the above €ON-g;npose that within each growE,(g=1,...G) the angular
ditions can be met exactly with a single selection of a disy .\ can be approximated by g

crete ordinate set, and compromises are made. A complete
discussion regarding various quadrature sets and their imple-
mentation can be found in the work of Alcouffe and O'Dell. P X E)= by (X)) F(E), (13
To solve Eq.(11) the remaining independent variables,
andE, must be discretized. Modern discrete ordinates COde\?Vheref(E) is some known function of enerav. In the mul-
(including theDANTSYS code used in this stuglynvoke the . . or energy.
) o . tigroup theory,f(E) is called the weighting function. From
multigroup energy approximation. In this approach, the en- —_— . .
. ) - ) . . the definition of the group flux, Eq12), it follows that in
ergy domain (&) is partitioned intoG intervals of width each energy intervel(E) is normalized according to
AE=Ey—Eg4;q, g=1,...G containing those particles with oy 9
energies betweek, and E,.;. By convention,E;=E,,
Ec+1=0, implying that when the group index increases,
the energy associated with the grogidecreases. The group LE f(E)dE=1, ¢=1,..G. (14)
angular flux is defined as ¢

Ymg(X)= fEEg

g+1

dE y(x,E, ﬂm):f dE 4,(X,E). (120  Carrying out the integration of E¢11) over AEy and using
AEq the separability assumption, E@{.3), we obtain

N G M
J 1 n
nma_x wm,g(x)_‘_lu‘r,g(x)wm,g(x)zi EO E Ms,g’ﬁg(x)Pn(nm) E Wm’wm’,g’(x)Pn(nm’)
n=0gr=1 m' =1
I, T, T

+S,4(%)
——’
T,, m=12,..M; g=1,..G, (15

where Sm,g(xinm):fAEng 9Xx,E, ) is the number of since the flux spectrum has a complex dependence on the
particles emitted in groug in direction 7, per unit volume geometry and physical properties of the system under con-

by the external sources at positignand sideration. However, when the number of energy groups is

sufficiently large and the energy group widths are suffi-

Mt,g(x)=f dE u(x,E)f(E), ciently narrow, the group cross sections approximate the
continuous energy cross sections and have little dependence

*Fs ighti i éd’ Under such circum-

(16 grar:(r:]:s Vtvf?(l.gﬂgggofh:i?\(zllstrif ot:sser.nianalytic weighting func

n r N ’ ’ -

“Syg’—*g(x):f dEf dE" us(x.E'=B)T(E"), tions is justified and leads to spectrum-independent multi-

AEg  AEy group cross section libraries.
are the multigroup cross sections. Equations(15) are solved successively for each energy

Equation(15) representsS x M multigroup discrete ordi- 9roup, one at a time, starting with grogp=1, which con-
nates coupled equations in one-dimensional Cartesian georfins photons only in the highest-energy band and has no
etry. The coupling occurs due to the presence of the scatteid-scattering(T;=0 for all g’ except forg’=g=1, the in-
ing term T3, which defines the dependency of the graup group scattering or scattering without change of energy
flux on the fluxes in other groupg’. Identification of the group. The group fluxy,,  is then calculated. The scattering
spectral weighting functionf(E), is not straightforward contribution of i, t0 ¢ -, ¥ 3, and so on, is calculated
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and treated like a contribution to the respective group sourcwhere@'é(x) is the scalar flufas defined after Eq2)] for
terms Sy, Sy3, etc. This process continues for groupsgroupg at x after thek-th iteration, ande is typically taken
2,3,..G. To solve Egs(15) within each group, the spatial between 0.001 and 0.0001. The process starts at one corner
domain is discretized intd intervals (called mesh cells in  of the x—#» mesh, e.g. X;,7:), whereby applying the
multidimensional  problems AX;,=X; 1= X _1/2, | boundary conditions, the difference equatitii) can be
=1,...], with Xy, coinciding with the boundaryx=0  solved for the next value,x¢,7;). The process continues
(“left” boundary), andx,, 1»,=2a, wherea is the maximal across the mesh in a systematic way, recursively calculating
size of the systeni“right” boundary). Different properties, one ¢, 4(x) after another. The convergence, freedom from
i.e., uy andug, can be assigned to each interval, thus allow-negative flux artifacts and accurd&® achieved by DOM
ing arbitrary complex inhomogeneous geometries to be modare very sensitive to the details of mesh differencing and
eled. The spatial derivatives are replaced by finite differ-sweeping. The CPU time required is roughly proportional to
ences: the number of phase space celipace, angle, and enejgy
times the number of iterations in each energy group and the
W gX) _ ¥mg(Xi+1d) = ¥mg(Xi 10 , order of Legendre polynomial expansion.

2 AXi Once the calculations are completed, and the group fluxes
1 are known, the dose rate, E@), can be evaluated by
XiZE(Xi+1/2+Xi—1/2)- (17) G M

The “centered,” ¢/ 4(X;), and “end point,” Y, o(Xi = 172). D(Xi):gzl mzzl WinEq¥img(Xi) (tenl P)g(X1), 19

fluxes introduced in Eq(17) are further related in a consis- _ _ )
tent fasion by supplementary equatibhs® to obtain a Al €ach pointx; of the spatial lattice. gen/p)y(xi)(9

closed set of &M simultaneous equations within each — 1:--+G) denotes appropriate group mass-energy absorption
groupg that are solved iteratively. The iterations are necesfactors(called group kerma factorsand Eq=3(Eq+Eg.1)
sary since the contribution of in-group scattering for eacHS the average energy of grogp The derivation of multidi-
group g’ =g (term T3) is as yet unknown. Therefore, the mensional discrete ortzjmates equations is conceptually simi-
solution begins with an estimate @f, 4(X), say ¢, o(x), lar but more CO"“P"E*'- _

which is progresively refined with each subsequent iteration " multidimensional geometries, the concentrated stream-
k. This process continues until the iteration convergence cril’d of particles along discrete angular directions leads to

terion is satisfied, e.g. nonphysical fluctuations of the flux known as ray effécis.
1 . Ray effects tend to have the largest impact in two- and three-
max|®g"(x) — Pg(x)|<e, (18)  dimensional problems with localized sources, where the ef-
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fect of scattered radiation is comparable to that of the priwhereS, is the measured air-kerma strerf§tbf the source
mary particlegthose originating from the sourdesvhich is  in units of U=cGy cnt/h, andG(r, ) is a geometry factor.
essentially the case in brachytherapy. Increasing the numbés recommended by the TG-43 report, the unfiltered line
of discrete directions better approximates the true physicadource model was used, giving

situation of continuous angular variables and naturally miti- A

gates the ray effects. This approach, however, leads to highly " p#0,

intensive and costly calculatioh£.It is demonstrated later in L-r-sing’

this study that implementing a first collision source mitiga- G(r,0)= 1 (22)
tion technique sufficiently reduces the impact of ray effects 2= L2/ =0,

on the accuracy of the DOM for brachytherapy calculations

and aIIows. the use of lower-order angular quadratures Wm\}vhereL is 0.35 cm, the length of the active source, &wis
the same finite-difference geometry representation.

the angle(in radian$ subtended by the active source with
respect toP(r,6). The dose-rate constant, for the source
B. Computational details and surrounding medium, is evaluated usingNIe®T simu-

) lation results as follows:
1. Monte Carlo calculations and AAPM Task Group

43 formalism A= D(rg,6p) (22
We used a continuous energy Monte Carlo photon trans- S
port (McPT) codé® ?3to calculate the dose rate distributions The remaining quantities in E21) are the anisotropy func-
around the microSeIectror_’rgzlr high dose-rate (HDR)  tjon, F(r,6), and the radial dose functiogy(r). Using the
source. These results constitute a “gold standard” for evalugefinitions F(r,6) and g(r) given in the Task Group
ating the accuracy of the corresponding discrete ordinateﬁeport}s these dosimetric ratios were evaluated from the

simulations. Figure (&) shows the underlying geometry and .10 jatedD(r,6). More details are given by Williamson
material composition of the source used in oumcPT and Li23

calculations?® The primary photon spectrum fdfar was
that of Glasgow and Dilmaff: The source is placed at the

cepter of a cylindrical water phantom ‘?f digmeter 20 crzn andy a 5 mdiam air phantom following the same procedure as
height 20 cm. The photon cross section library DLC#46 ¢ crined in Ref. 23. This quantity is used to normalize the
was used and |r_lcluded therent and mcohergn'; scattering 8§Iculatedb(r,0) allowing clinically relevant absolute ab-
well _photoelectng absorpu_on. Since charac_terlstlc X1y PrOSorbed dose rates in water per unit air-kerma strength
duction was not included in the DOM multigroup library, it (cGy H1U"Y) to be estimated by the simulations,

\(,avr?:r ren;g\;icrj Egrczlg:ﬁc;;;'?::ﬁ'ﬁgseﬁsagglggﬁg;gzss Our McPT simulations use point-kerma estimators, which,
9y P while providing rigorous benchmarks for assessing the accu-

used to convert the photon energy flux into collision kerma . oo
: . : racy, do not exploit the cylindrical symmetry of the problem,
consistent with the DLC-146 data. Since mgPT code does making efficiency comparisons withaNTSYS meaningless.

not model transport and scattering of secondary eIectron1%,_Or evaluatingbAnTsvs efficiency, we have benchmarked
collision kerma is used to approximate an absorbed dos ANTSYS against theeGsa user C,OdeDOSRzzg This is a
since for the I(_)W-energy_ photons emitted ¥, secondary Monte Carlo code in cylindricaR-Z geometry, which was
charged partlc_le equ_lllbnum can be assurfiédl. The used with the same grid cells asbANTSYS calculations. We
bounded next flight estimator tgchmdﬁwgs used_to evalu- did not useEGs4results forDANTSYS accuracy evaluations
ate the dose rate at various poiftr, 0) [Fig. 1(a@)] in water for three reasons(i) the currently availableeGs4 version

surrounding the HDR sou:ce. Angular - dose prOfIIesuses Storm and Israel photon cross section Yatdyich may
AD(r,6) for 6 in the range(0°,1809 were evaluated at  jyuoqyce systematic discrepancies due to different cross sec-
=0.25, 1.0, and 5 cm, as well as the radial distribution ,ng that are difficult to estimatéij) the EGsaposrzresults
=mi2) for r in the range 0.1-7 cm. AMCPT results had o pinit |arge statistical uncertaintgxceeding 2096for grid
units cGy(mCih) and were used in this form to evaluaté o5 in the 5 cm range along tieaxis of longitudinal sym-
DANTSYS accuracy and to calculatg the .quantltles of themetry, which would prevent us from analyzing thanTsys
qugl mtrodgced 'by TG-43. The unit “m'C|”' refers toithe accuracy at relevant distances along fhaxis; and(iii) the
activity contalned_ln the source core, which is propor_tlonal tOcPT next flight estimators avoid the volume averaging er-
the number of simulated primary photon trajectories. Th& s a5s0ciated with approximating kerma at a point with its
TG-43 model, starting with a sparsely distributed grid of 5.5 yoxel average as well as errors associated with the
dose rates derived from measurements or simulations, Cachﬁesh-based geometry modeling DbSRz and DANTSYS.

lates the dose rat@(r, ), according to DOSRz uses analog scoring to evaluate the energy deposited
) G(r,0) in each cylindrical shell detector with no variance reduction

D(r,0)=S¢-A- W'F(fﬁ)'g(f), ro=1 cm, techniques applied. Secondary electron transport was sup-

0:70 pressed to avoid unnecessary calculations. The number of

0,=90°, for *4r sources, (20 histories was selected in such a way as to achieve maximum

MCPT simulation was used to evaluate the air-kerma
strength per unit contained activi§ (in units of UmCi %)
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standard deviation of about 2% in more than 99% of then mitigating the ray effects. Quadrature sets containing 36
volume elements of a 20 cm diam by 20 cm height scoringdenoted asS;¢), 55 (S,g), 120 (S;0), and 220 §,0) angles
grid. per octant were used to evaluate the effect of quadrature on
the accuracy and efficiency of tlNTSYS calculations.

We used the high-resolution application-independent 210-
energy group photon cross section libr&r{referred to be-
low as G-210. Its very fine energy bin structure eliminates

The DANTSYS code packag@ used in our studies is a the need for weighting functions to accurately represent
modular computer program designed to solve the timegroup fluxes and cross sections and effectively removes er-
independent, multigroup discrete ordinates form of the linearors associated with the multigroup approximatté1G-210
transport equation in various geometries for neutral particlesvas developed as an application-independent cross section
In principle, it could be extended to model electron andlibrary for the assessment of DOM accuracy and is not in-
coupled photon—electron—positron transport. However, thisended for use in practical treatment planning. The library
extension is not straightforward and would require furthercontains photon cross sections over the energy range 1 keV—
development. Thus, we applpANTSYs for modeling photon 1.5 MeV. Similar to thevicpT cross section data, it was de-
transport only. For the low-energy photons common inrived from DLC-146, and hence any systematic discrepan-
brachytherapy, this still provides a practical dosimetry toolcies in our calculations due to a different cross section origin
due to the charged particle equilibrittA’ The TwobANT  are avoided. G-210 contains the scattering cross section ma-
Solver module solves the two-dimensional transport equatiotrix coefficients allowing up to fifth degreePg) Legendre
using the diamond differencing or adaptive weighted diajpolynomial expansion of the cross section angular depen-
mond differencind* (AWDD) method for space/angle dis- dency[see Eqs(4)—(5)]. Following the results in Ref. 14,
cretization to eliminate negative flux fixups. The diffusion we usedP5 angular polynomial expansion for all calcula-
synthetic acceleratidh (DSA) method is used to accelerate tions.
the convergence of the iteration process. The multigroup approximation of th&ar spectrum and

TWODANT was used to solve the two-dimensional cylin- the appropriate normalization was determined using the pro-
drical R-Z geometry equivalent of E415) for the'®4r HDR  cedure described in Ref. 13. The highest-enéfdy photons
source. The finite-difference spatial approximation of theappear in the second group of G-210 and hence the solution
source geometry is shown in Figbl. A reflection boundary spanned over 209 groups, starting with group 2. The remain-
conditiorf*®was assumed along tieaxis of rotational sym-  ing computational parameters used were the same as the ones
metry, together with a vacuum boundary conditions alongused in our previous work
the outer surface of the water phantom. Variable voxel sizes At the conclusion of each calculation, tbaNTSYS EDIT
along theR axis, all smaller than 0.3 mean free pathsp)  modulé® was employed to convert the flux distributions into
for photons with energy 353 kelthe weighted average en- kerma by using the G-210 group kerma factors. These results
ergy of the'®r spectrum usex] were applied. Small voxel were utilized in the form of two-dimensional absorbed dose
sizes are needed to model the source geometry accuratelgte arrays at the points centered at each voxel of the finite-
(less than 0.1 mfp in the vicinity and inside the sogrdene  difference geometry approximation. To obtain DOM dose
ratio of the Z-axis to R-axis voxel dimensiongthe aspect estimates at points not coinciding WitlANTSYS grid points,
ratio) varied from 2:1 near the source to 25:1 at the periphena bilinear interpolation procedufewas employed. It uses
of the water phantom in the vicinity of the or Z axis. The the TG-43 geometry factor, ER1), to suppress spatial flux
resulting voxel structure contained 39 voxels alongRtend  variations due to the inverse square |®ANTSYS evaluation
136 voxels along th& axis. TWODANT'S ray-tracing first of TG-43 quantities was the same as focPT, except that
collision source optiotf was used to mitigate the ray effects. the correspondin@ANTSYS values were used. ADANTSYS
With this method, primary photorige., due to source decay results were normalized to the units of cGy m&n™?, con-
have their trajectory origin and direction cosines determinedistent with oumcpT simulations.
by stochastic sampling. The trajectory is then followed The very small voxel sizes needed to resolve the source
throughout the geometry grid, and the flux mométts. (8)]  geometry, together with the large size of the air phantom
in each grid cell are calculated. The resulting precalculatedised for air-kerma strength calculations, lead to a very large
primary flux distribution is used to generate a broadly dis-number of voxels since the aspect ratios throughout the sys-
tributed first collision source for further discrete ordinate cal-tem must not exceed 30:1 to accurately calculate the scat-
culations of the scattered flux and related kerma. Betweetered contribution to the air kerma of less than 7%. This, and
2500 000(with S;g) and 13800 000%,,) ray-tracing histo- the use of G-210, leads to a highly intensive computational
ries were used to create the first collision source. The statieffort for simulations. To avoid this largely unnecessary ef-
tical uncertainty of the primary flux evaluation was less thanfort we used thedNEDANT DANTSYS solver module in one-
3%, except for the very small mesh cells near #haxis of  dimensional spherical geometry. It solves the one-
rotational symmetry, where it was between 3 to 30 timesdimensional transport equatiofil5) with the use of a
larger due to the very small solid angles subtending the spatdiffusion acceleration schem&The HDR source was mod-
tial grid cells along theZ axis. The results and discussion in eled in the center oh 5 m diameter air sphere. The source
sec. Il show the relevance of the ray tracing implementatiorcore and capsule were approximated by spherical shells of

2. DANTSYS multigroup discrete ordinates
calculations
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Fic. 4. The same as in Fig. 3 except for the distaneel0 mm.

Fic. 2. Polar dose profile@(r,e) normalized to unity ah=m/2 DANTSYS
(curves andmcpT (symbolg calculations.S;, (120 angles per octantused
for panTsys calculations. radioactivity distribution. The figure shows the excellent
agreement betweenANTsYS and McPT for all angles and
tances shown.
Similar to our previous work? we used two methods for
quantifying the accuracy afanTSYS. The graphical method
is illustrated by Fig. 3, which shows the ratio of the absorbed
dose per unit contained activity in water calculatedByT-
sysrelative to that calculated bycpPT as a function of angle
at a distance 2.5 mm from the source center wBgpand
. Sspangular quadratures are used in A TSYS simulations.
" Figure 2 shows the polar dose rate profil®g, #) forthe  The comparison between the angular anisotropy functions

4r HDR source as obtained by owiCPT and DANTSYS  F(2.5mmg) evaluated UsingANTSYS and MCPT absorbed
simulations. Each profile is normalized to unity on the transdose rate estimates is also shown. Figures 4 and 5 show the
verse axig(#=90°). The apparent maxima at angléof 0°  same with the only difference being that the evaluation is
and close to 180° for the 2.5 mm curve are due to the breakmade at distances 10 and 50 mm, respectively. Similarly,
down of the inverse square law near the ends of the extendetlg. 6 showsDANTSYS relative toMcPT dose results along
the plane transverse to the source as a function of distance
from the source center. The figure also includes a compari-

the same diameter and material composition as in the undefj-IS
lying mcpT geometric model. The problem geometry was
divided into 257 radial elements and the standaadiTsys
Syg angular quadraturé48 angular directions and weights
was used in the simulation.

[ll. RESULTS AND DISCUSSION
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Fic. 3. DANTSYs results relative tomcpT as a function of angle at
=2.5mm for absorbed dose distributiobgr, #) (curves, and for the an-
gular anisotropy functiof (r, 6) (curves with symbols Sz, (120 angles per
octan} and Sy, (55 angles per octanused forpanTsys calculations.
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104 ¢ S50, and 5%(2.5 standard deviationgor S, at all
103 Su distances analyzed. Overall, the discrepancies in-
e S crease slightly when the number of angles in the an-
102 % 85, 80 gular quadrature is reduced. Except in the vicinity of
101 £ the Z axis, the difference between tt&, and Sy
= results is less than 2% due to the effective elimination
2 1.00 1 of the ray effects by the ray tracing first collision
2 0.99 source techniques.
; (i)  The discrepancies very close to tAeaxis (6 smaller
50981 than 59 are somewhat larger at all distances studied
097 £ and increase when lower-order angular quadrature
sets are used. A major cause is ray effects that are
096 difficult to mitigate close to the axis of rotational sym-
095 £ L S Snn metry. In addition,TWODANT's first collision source
094 L W _—— N o N * algorithm performs poorly in this regipn, as discussed
0 1 2 3 4 5 6 ; below. Thus, angular quadratures with a larger num-
Distance (cm) ber of angles and corresponding weights have to be
Fic. 6. DANTSYS absorbed dose distribution relativenaprT within a 70 mm used together with the ray tracing first collision source
distance from the source center in the plane transverse to the sousrge. technique in order to obtain better accuracy in the
sys simulations _Wittho and Sz angular q_uadraturesg(r) denotes the vicinity of the Z axis.
DANTSYS/MCPT ratio for the radial dose function. . .
(i) The DANTSYS evaluation of the angular anisotropy

son between the radial dose functigfr) evaluated by
DANTSYS andMCPT. In addition,DANTSYS accuracy relative
to MCPT is quantified by the root mean square erf@MS),

1 N
RMS(%) = \/NE

2
-100,

DANT
~ Pwik

MCPT
Dw,k

(23

whereD

per unit contained activity in water at a point, ¢,) (for
polar profile analysgsor (r,90°) (for radial distribution$
andDy "' is the correspondingicPT value.N is the num-
ber of MCPT estimator points used in the comparison.

function, closely followswithin 2%) the correspond-
ing evaluation of the actual dose distributions. The
discrepancies occur since the evaluation of the ratio
D(r,6)/D(r,w/2) depends on the angular quadrature
used.

Similar conclusions apply to the results for transverse-
is the DANTSYs calculated absorbed dose rate axis distribution comparison, as shown in Fig. 6.

Table | gives the RMS deviations ofANTSYS relative to
MCPT results as a function of angular quadrature used in the
calculations. For comparison, the table also shows errors
with the first collision source disablgtino ray” ). The data

The figures demonstrate the excellent consistency bean the table show that:

tweenDANTSYS and MCPT calculations. The presented com-
parison of the polar profiles in Figs. 3—5 shows the follow-
ing.

(i) Except for angles within 3°-5° of th# axis of rota-

tional symmetry, the observed discrepancies are lesi)
than 4%(<2 standard deviations ofCPT results for

0]

Very close to the source, the use Bf¢—S,, are
equally accurate. With increasing distance, however,
quadrature sets larger th&js are necessary for ac-
ceptable accuracy.

The “no ray” column results demonstrate that by
simply increasing the order of angular quadrature one

TaBLE |. The RMS differencepercentage pointof bANTSYS absorbed dose results relativemorT at various
distances and angular quadrature sets. The RMS difference for the polar profile2&t 10, and 50 mm
distance from the source center, are evaluated at 47 atajl@ss mm and 57 anglegat 10 and 50 mm The

RMS values for the transverse axis distribution between 1 and 70 mm are calculated over 20 points along the
transverse axis. ThecpT standard deviation was in the range of 0.5%—-1.0% at 2.5 mm, 1.0%—-2% at 10 mm,
and 1.5%-2.5% at 50 mm. The standard deviation ofvtber results along the transverse axis was varying
between 0.43%at 1 mnm) and 2.75%(at 70.0 mn.

RMS (%)

36 angles and 55 angles and 120 angles and 210 angles and

weights Sq¢) weights S,0) weights S;0) weights S,0)
Angular Ray Ray Ray Ray
quadrature tracing Noray tracing Noray tracing Noray tracing No ray
At 2.5 mm 1.76 9.93 1.44 9.39 142 8.95 131 9.02
At 10 mm 3.16 38.7 1.88 28.0 1.48 19.8 2.12 14.0
At 50 mm 16.4 40.0 2.70 29.4 2.63 19.9 1.39 15.3
Transverse axis 2.88 325 2.16 37.7 1.40 18.4 0.98 12.5
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TasLE Il. Dose-rate constanA calculated bypanTsys with various angular quadratures using tbreEDANT
value ofSy=3.69 U mCi ! for the HDR source air-kerma strength per unit contained activity, and a compari-

son with themcpT calculated value.

DANTSYS

SlG S20 %0 S40
No No No No
MCPT  Ray ray Ray ray Ray ray Ray ray
A (cGyenth™*U™Y) 1.111  1.094 1.220 1.101 1.227 1.098 1.187 1.097 1.160
% difference -15% +9.8% -0.91% +104% —-1.2% +6.9% -1.3% +4.4%

can reduce the error and improve the DOM accuracy
without using a first collision source technique, as the
theory indicategsee Sec. Il A. The error reduction,
however, increases slowly with increasing the order
of angular quadrature, indicating that this strategy for
minimizing ray effects is not practical. The imple-
mentation of the first collision source mitigation tech-
nique reduces RMS error by a factor of 10 or more in

all cases, allowing the use of coarser quadrature setgj)
without compromising the accuracy.

The ONEDANT air-kerma strength per unit contained activ- (iii)
ity of Sx=3.69uGym?h~tmCi~* closely approximates the
MCPT value of 3.63 uGym?h ImCi . This result was
achieved in 35 s of CPU time on our SGI RS 10000 work-
station and demonstrates the ability of one-dimensional
DOM calculations to produce accurate estimates in an ex-
tremely efficient manner. Table Il shows thevalues calcu-
lated by bothvicpT andDANTSYS for all angular quadratures,
with and without first collision source calculations, and using
the ONEDANT Sy value forDANTSYS estimates. The resultant
A estimates are in close agreement with those of Williamson
and L and Kirov et al3* The differences irbANTSYS A’s
are within 0.6% for all angular quadratures. At the same
time, the overall discrepancy of abottl% betweerbANT-
sys andMcPT values is mostly due to theNEDANT overes-
timation of S¢ by 1.7%. When no ray effects mitigation tech-
nique is used, the result becomes very sensitive to the order
of angular quadrature. Even with the highest-orfigyused

while S;q or higher-order angular quadratures lead to
equivalent or longer CPU times relative ®GSs4/
DOSRZ The iteration CPU timeor total, in the “no
ray” row) for various angular quadratures scales with
the number of problem phase space cells proportional
to the number of angles in the quadrature. Thus, if the
size of the problem phase space can be reduced, the
iteration time can be reduced proportionally.

The number of DOM iterations does not depend on
the angular quadrature used with the same geometry
representation.

The ray-tracing first collision source calculation CPU
time takes between 35%5(s) and 41% G, of the
total time. The implementation of the first collision
source leads to less than 5% reduction in the number
of DOM iterations. However, the CPU per iteration is
reduced by almost 60%. As a result, the total run time
in any of the ray/no ray cases is essentially the same.
At the same time, the accuracy analy$igable )
clearly shows that while increasing the angular
quadrature order indeed reduces tWePT/DANTSYS
discrepancies without a first collision source, even the
use ofS,q gives unsatisfactory results. This, together
with the excellent agreement ofcPT and DANTSYS

with S,o and using the first collision source option,
clearly demonstrate the cost effectiveness of the first
collision source implementation relative to simply in-
creasing the order of angular quadrature alone.

|n|th!s St”dﬁ the obser\éed d'?_Cfeparl‘l_CY is a factor °f|4 'f“ger Our results demonstrate that the first collision source tech-
relative to the cases when a first collision source calculation;y e ysed here effectively reduces the ray effects and allows

is employed.

Table 1ll compares the CPU run times DANTSYS and
EGS4 simulations when based upon geometries that ar
equivalent in terms of the number and size of 2-D cells. Th
total CPU timeg“ray” row ) includes both the CPU time for
the first collision source calculation and for the actual DOM
iterations(“iteration” column). The number of DOM itera-
tions needed to obtain convergence in each case is given i,
the “#iter” column. For comparison, th®ANTSYS results
without a first collision source are also includétho ray”
row). The following is seen.

(i) When the first collision source is implementéitie

the use of lower-order angular quadratures without signifi-
cantly affecting the accuracy. The ray-tracing algorithm cur-
féntly employed irDANTSYS, however, poorly estimates the
Sirst collision source in limited areas along tiZeaxis of
rotational symmetry. The reason is that the small size of the
source modeled leads to a small number of primary photon
trajectories intersecting the spatial voxels along Zhaxis,
using poor statistics in the first collision source evaluation.
In addition, Table Il shows that the ray-tracing calculations
may take a significant fraction of the overalhNTSYS run
times. These deficiencies of the interbaNTSsYs ray-tracing
algorithm clearly need to be addressed. The simpler source

“ray” row ), two-fold efficiency gains are achievable geometry of a typical brachytherapy probldat least rela-
whensS,, or lower-order angular quadratures are usedtive to the reactor physics problems for whibANTSYS was

Medical Physics, Vol. 27, No. 10, October 2000
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originally designegl makes alternative numerical or analyti-
cal approachege.g., similar to the parametfitor “nearest
pixel” nonparametric® ray-tracing algorithmsfeasible for
calculating the first collision source without the difficulties
experienced with the standamlNTSYS ray-tracing algo-
rithm.

Overall, the data in Table Il indicate thalNTSYS cal-
culations with G-210 do not produce sustainable gains in
efficiency and the computational efforts of DOM and Monte
Carlo are essentially the same. The major cause of this result
is the large number of phase space cells used in DOM cal-
culations, in particular, due to the large number of groups in
G-210. The G-210 photon cross section library was designed
for DOM accuracy analyses and is clearly not suitable for
clinical treatment planning. More recent work
demonstrated that for 1-125 brachytherapy, a three-group
approximation yields acceptable accuracy while yielding ef-
ficiency gains of 80 or more. A further reduction in the num-
ber of phase space cells may be achieved by the use of
higher-order spatial-differencing schenfeshich would al-
low larger voxel sizes and aspect ratios to be used for an
accurate solution. The Adaptive Mesh Refinement technique,
which allows local grid refinement to minimize the spatial
error in regions with steep flux gradients and larger cells in
low gradient regions, would relax the spatial grid alignment
constraints and avoid the spread of smaller voxel sizes near
the source throughout the system. Both approaches poten-
tially lead to a smaller number of spatial voxels and would
allow lower-order angular quadratures to be used consis-
tently in the simulations, which, in turn, could further im-
prove DOM efficiency:®

IV. CONCLUSIONS

In this study we show that the discrete ordinates method,
in general, and theANTSYS code system, in particular, can
accurately model photon kerma rate distributions in the vi-
cinity of the®3r HDR source in two-dimensional cylindrical
R-Z geometry. ThedANTSYS results closely approximate the
MCPT values with discrepancies smaller than 3%—&8iihin
two standard deviations of the Monte Carlo resultsough-
out the modeled phantom, except for limited regions along
the Z axis of rotational symmetry, where ray effects are ob-
served that are difficult to mitigate with tlbaNTSYS internal
first collision source algorithm. The same accuracy was ob-
tained for the DOM evaluation of the TG-43 anisotropy
function, F(r, 6), radial dose functiong(r), and the dose-
rate constantA, associated with the microSelectrdfr
HDR source. The present finite-difference model, together
with S,y angular quadrature consisting of 55 directions and
associated weights per octant, and Bheangular polynomial
expansion of the photon scattering anisotropy, was sufficient
to achieve the observed accuracy. TH¥NTSYS ONEDANT
one-dimensional DOM solver module provided an accurate
estimate of the source air-kerma strength in an extremely
efficient manner.

To achieve the above accuracy, the first collision source
techniqgue was used to mitigate the strong ray effects. The
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