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The DANTSYS multigroup discrete ordinates computer code is applied to quantitatively estimate the
absorbed dose rate distributions in the vicinity of a microSelectron192Ir high-dose-rate~HDR!
source in two-dimensional cylindricalR-Z geometry. The source is modeled in a cylindrical water
phantom of diameter 20 cm and height 20 cm. The results are also used for evaluation of the Task
Group 43~TG-43! dosimetric quantities. TheDANTSYS accuracy is estimated by direct comparisons
with corresponding Monte Carlo results. Our 210-group photon cross section library developed
previously, together with angular quadratures consisting of 36 (S16) to 210 (S40) directions and
associated weights per octant, are used in theDANTSYS simulations. Strong ray effects are observed
but are significantly mitigated through the use ofDANTSYS’s stochastic ray-tracing first collision
source algorithm. TheDANTSYS simulations closely approximate Monte Carlo estimates of both
direct dose calculations and TG-43 dosimetric quantities. The discrepancies withS20 angular
quadrature~55 directions and weights per octant! or higher are shown to be less than65% ~about
2.5 standard deviations of Monte Carlo calculations! everywhere except for limited regions along
theZ axis of rotational symmetry, where technical limitations in theDANTSYS first collision source
implementation makes adequate suppression of ray effects difficult to achieve. The efficiency of
DANTSYS simulations is compared with that of theEGS4Monte Carlo code. It is demonstrated that
even with the 210-group cross section library,DANTSYS achieves two-fold efficiency gains using
the theS20 quadrature set. The potential of discrete ordinates method for further efficiency improve-
ments is also discussed.@S0094-2405~00!01510-8#

Key words: multigroup discrete ordinates photon transport, Monte Carlo photon transport, photon
kerma, absorbed dose, microSelectron Ir-192 HDR source, brachytherapy dosimetry
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I. INTRODUCTION

The Discrete Ordinates Method~DOM!1 is a deterministic
solution of the Boltzmann transport equation governing p
ticle transport. The method is well known and routinely us
for reactor physics applications.1,2 However, DOM is rarely
applied to medical radiation physics problems, where Mo
Carlo solutions of the Boltzmann equation are almost univ
sally used. Since DOM~as used here! is fundamentally for-
mulated as a finite-difference equation~rather than as finite
differencing of an analytic approximation!, few approxima-
tions are made. Thus DOM solutions will approach the ex
solution of the Boltzmann equation as the space, energy,
angle meshes approach differential size. Similar to Mo
Carlo applications in brachytherapy, DOM can account
tissue composition, applicator attenuation, and intersou
attenuation. It provides an alternative to Monte Carlo so
tions of the transport equation. The major differences
tween discrete ordinates calculations and Monte Carlo si
lations are as follows.
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~i! DOM is a nonstochastic technique, and flux errors
systematic rather than statistical.

~ii ! DOM automatically provides the complete two- o
three-dimensional flux and kerma distributions.

~iii ! DOM uses a mesh-based rather than analytic desc
tion of the problem geometry.

In addition, DOM solutions can benefit from information d
rived from similar problems solved previously. DOM’
mesh-based geometry representation is well suited for
with CT- and MRI- defined patient geometries. Mater
properties can vary from one voxel to another. Usua
fluxes are calculated at the center of each mesh cell use
describe the problem geometry. Although, in princip
DOM can be used to solve the coupled photon–elect
transport problems,3 the code we have investigated is d
signed for modeling transport of indirectly ionizing radi
tion, and is therefore a potentially useful dose computat
tool in low-energy x-ray therapy and brachytherapy, whe
23070…Õ2307Õ13Õ$17.00
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secondary charged particle equilibrium is a va
approximation.4 The goal of this study is to demonstrate t
accuracy with which DOM can evaluate dose distributions
brachytherapy.

In radiotherapy, DOM has been applied to boron neutr
capture therapy~BNCT!,5–8 Cf-252 source dosimetry,9,10 fast
neutron beam characterization,11 and medical accelerator
neutron leakage evaluation.12 Until recently,13,14 however,
DOM has not been applied to brachytherapy problems
multidimensional geometries. The characteristics of this
plication, i.e., small discrete sources emitting low-ene
photons that are embedded in shallow penetration media
fer significantly from high-energy photon, deep penetrat
problems where DOM has been validated. Previously,
demonstrated that DOM kerma-rate distributions accura
reproduced Monte Carlo photon transport~MCPT! simula-
tions for a broad range of photon spectra and ideali
brachytherapy geometries provided that an appropriate m
tigroup cross section library is used together with a suita
choice of the other computational parameters.13,14

Our previous work in applying DOM to brachytherap
dosimetry considered only highly simplified spherical a
cylindrical sources. In contrast, the present study is the
to use the standard DOM photon transport codeDANTSYS15

to evaluate the complete two-dimensional~2D! dose-rate dis-
tribution around an actual clinical source, the microSelect
high-dose-rate~HDR! Ir-192 source. The dose-rate consta
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and the other dosimetric quantities recommended by
AAPM Task Group 4316 ~TG-43! are also evaluated, requir
ing a DOM estimate of the source’s air-kerma strength
unit activity ratio. Finally, this work provides the first com
plete mathematical description of the multigroup discrete
dinates transport solution in the medical physics literature
major goal of this study is to demonstrate the accuracy
discrete ordinates calculations, in a clinically realistic geo
etry, by means of a direct comparison with Monte Ca
simulations. The effects of important computational para
eters, such as replacing discrete primary photon sources
a precalculated first collision source, for cost effective r
effects mitigation, and the angular quadratures used are
discussed. Finally, an assessment of theDANTSYS efficiency
relative to Monte Carlo is made.

II. MATERIALS AND METHODS

A. Discrete ordinates method for solving the
transport equations

The distribution of neutral particle radiation in a syste
of photon sources and absorbing media can be describe
the Boltzmann transport equation.1 For brevity we limit our-
selves to one-dimensional slab geometry, in which case
time-independent transport equation becomes
~1!
-

eti-

ncy

m-
where c(x,E,h) is the angular particle flux~e.g., photons
per cm2 per s! at locationx with energyE per unit solid angle
and energy, andh denotes the direction cosine of the partic
trajectory with respect to theX axis. This complex equation
in three independent variables~six in the general three
dimensional case! states that the change in flu
h(]/]x)c(x,E,h) ~denoted byT1! in any phase space cel
dx dE dh, is a sum of~i! losses to photon attenuation (T2);
~ii ! gains due to inscattering from other energies and an
(T3); and ~iii ! contributions from any photon source
S(x,E,h) in units of particles per unit volume, solid angl
and energy, per s (T4). The quantities m t(x,E) and
ms(x,E8→E;h0) are the macroscopic total and scatteri
cross sections, respectively, andh0 denotes the cosine of th
scattering angle~between the incident and scattered parti
direction!. From the angular flux, all radiological quantitie
of interest, e.g. dose rates, can be calculated~neglecting sec-
ondary electrons!,
es

Ḋ~x!>K̇~x!52pE
21

1

dhE
0

E0
dE~men/r!~x,E!Ec~x,E,h!

[E
0

E0
dE~men/r!~x,E!EF~x,E!, ~2!

where F(x,E)[2p*21
1 dh c(x,E,h) is the one-

dimensional scalar flux, andE0 denotes the maximum en
ergy of the photons emitted by the sources.

The core of the discrete ordinates method is the discr
zation of the angular variableh in Eq. ~1!. An important
intermediate step is to approximate the angular depende
of the differential cross sectionsms by a truncated Legendre
polynomial series. The Legendre polynomials form a co
plete set of orthogonal functions on the segment@21,1#.1

The orthogonality relations are given by
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E
21

1

dx Pn~x!Pm~x!5H 2

2n11
, n5m;

0, nÞm,
~3!

wherePn(x), Pm(x) denote Legendre polynomials of degr
n andm, respectively.

The expansion ofms takes the form1

ms~x,E8→E,h0!>
1

2 (
n50

N

ms
n~x,E8→E!Pn~h0!. ~4!

The completeness of the expansion, Eq.~4!, is expressed by
the fact that it isexact, provided thatN→`, however, one
usually restricts the expansion to finite values ofN, tradition-
ally denoted asPN .

From Eq.~4!, and Eq.~3!, the expansion coefficients~or
moments! are obtained by
in
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ms
n~x,E8→E!>~2n11!E

21

1

dh0 ms~x,E8→E,h0!Pn~h0!.

~5!

In this study we demonstrate thatN53 is a sufficiently ac-
curate approximation.13,14

Substituting Eq.~4! into Eq. ~1!, and using the addition
theorem for the Legendre polynomials,1

Pn~h0!5Pn~h!Pn~h8!, ~6!

whereh8 and h denote the incident and scattered directi
cosines, respectively, we obtain
~7!
-

i-
o-
as a

the
where

cn~x,E8!5E
21

1

dh8 c~x,E8,h8!Pn~h8! ~8!

are the angular flux moments.
The discrete ordinates approximation consists of requir

Eq. ~7! to hold only forM discrete directionshm , leading to

~9!
g

wherecm(x,E)5c(x,E,hm), and it is assumed that the in
terval 21<h<1 is partitioned intoM ordinateshm . Simul-
taneously, the angular flux momentscn, defined in Eq.~8!,
are approximated by a finite sum or quadrature formula,

cn~x,E8!> (
m51

M

wmcm~x,E8!Pn~hm!, n50,1,2,...,N,

~10!

where the weightswm are associated with each discrete d
rection hm . The combination of the discrete direction c
sines together with their associated weights is referred to
‘‘quadrature set.’’ In the literature the order of expansion,M,
is represented by the notationSN . The relationship between
the subscriptN ~not related toN in the PN notation above!
and the actual number of angles and weights depends on
symmetries assumed by the quadrature derivation.

Substituting Eq.~10! in Eq. ~9!, we obtain the discrete
ordinates equations,
~11!
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Equation~11! forms the foundation of the discrete ord
nates method’s implementation for solving the transp
equations. The choice of the discrete directionshm and cor-
responding weightswm seeks to satisfy the following cond
tions: ~i! physical symmetries are preserved upon discret
tion; ~ii ! the angular moments@e.g., Eqs.~8!,~10!# accurately
represents the problem sources; and~iii ! the derivatives with
respect to angle~in curved geometries! are approximated in a
simple manner.

In multidimensional geometries, not all of the above co
ditions can be met exactly with a single selection of a d
crete ordinate set, and compromises are made. A comp
discussion regarding various quadrature sets and their im
mentation can be found in the work of Alcouffe and O’Del2

To solve Eq.~11! the remaining independent variables,x
andE, must be discretized. Modern discrete ordinates co
~including theDANTSYS code used in this study! invoke the
multigroup energy approximation. In this approach, the
ergy domain (0,E0) is partitioned intoG intervals of width
DE5Eg2Eg11 , g51,...,G containing those particles with
energies betweenEg and Eg11 . By convention,E15E0 ,
EG1150, implying that when the group indexg increases,
the energy associated with the groupg decreases. The grou
angular flux is defined as

cm,g~x![E
Eg11

Eg
dE c~x,E,hm!5E

DEg

dE cm~x,E!. ~12!
o
tte
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The group fluxcm,g(x) is no longer a distribution in energ
or an average in energy but is the total number of particle
the energy intervalDEg traveling in a direction defined by
hm . Therefore, integrals over energy, e.g.,*0

E0F(E8)dE8,
can be replaced with sums of the for
(g851

G *DEg8
F(E8)dE8. The multigroup energy approxima

tion is introduced in Eq.~11! by multiplying the equation by
dE and integrating over each group binDEg .

To complete the integration of Eq.~11!, for simplicity
suppose that within each groupDEg(g51,...,G) the angular
flux can be approximated by

cm~x,E!'cm,g~x! f ~E!, ~13!

where f (E) is some known function of energy. In the mu
tigroup theory,f (E) is called the weighting function. From
the definition of the group flux, Eq.~12!, it follows that in
each energy intervalf (E) is normalized according to

E
DEg

f ~E!dE51, g51,...,G. ~14!

Carrying out the integration of Eq.~11! over DEg and using
the separability assumption, Eq.~13!, we obtain
~15!
the
on-

s is
ffi-
the
ence

nc-
lti-

gy

no

rgy
g

where Sm,g(x,hm)5*DEg
dE S(x,E,hm) is the number of

particles emitted in groupg in directionhm per unit volume
by the external sources at positionx, and

m t,g~x!5 E
DEg

dE m t~x,E! f ~E!,

~16!

ms,g8→g
n

~x!5 E
DEg

dE E
DEg8

dE8 ms
n~x,E8→E! f ~E8!,

are the multigroup cross sections.
Equation~15! representsG3M multigroup discrete ordi-

nates coupled equations in one-dimensional Cartesian ge
etry. The coupling occurs due to the presence of the sca
ing term T3 , which defines the dependency of the groupg
flux on the fluxes in other groupsg8. Identification of the
spectral weighting function,f (E), is not straightforward
m-
r-

since the flux spectrum has a complex dependence on
geometry and physical properties of the system under c
sideration. However, when the number of energy group
sufficiently large and the energy group widths are su
ciently narrow, the group cross sections approximate
continuous energy cross sections and have little depend
on the weighting functions used.1,17 Under such circum-
stances the use of analytic or semianalytic weighting fu
tions is justified and leads to spectrum-independent mu
group cross section libraries.

Equations~15! are solved successively for each ener
group, one at a time, starting with groupg51, which con-
tains photons only in the highest-energy band and has
in-scattering~T350 for all g8 except forg85g51, the in-
group scattering or scattering without change of ene
group!. The group fluxcm,1 is then calculated. The scatterin
contribution ofcm,1 to cm,2 , cm,3 , and so on, is calculated
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FIG. 1. The geometry used for model
ing of the 192Ir HDR source byMCPT

~a! and DANTSYS ~b!. Material compo-
sition: core—pure iridium metal~den-
sity, r522.42 g cm23! with uniformly
distributed radioactive192Ir throughout
its volume; AISI316L steel capsule by
weight22% Mn, 1% Si, 17% Cr, 12%
Ni, and 68% Fe, with a density of
r58.02 g cm23. All sizes are in mm.
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and treated like a contribution to the respective group sou
terms Sm,2 , Sm,3 , etc. This process continues for grou
2,3,..,G. To solve Eqs.~15! within each group, the spatialx
domain is discretized intoI intervals ~called mesh cells in
multidimensional problems! Dxi ,5xi 11/22xi 21/2, i
51,...,I , with x1/2 coinciding with the boundaryx50
~‘‘left’’ boundary!, and xI 11/25a, wherea is the maximal
size of the system~‘‘right’’ boundary!. Different properties,
i.e., m t andms , can be assigned to each interval, thus allo
ing arbitrary complex inhomogeneous geometries to be m
eled. The spatial derivatives are replaced by finite diff
ences:

]cm,g~xi !

]x
'

cm,g~xi 11/2!2cm,g~xi 21/2!

Dxi
,

xi5
1

2
~xi 11/21xi 21/2!. ~17!

The ‘‘centered,’’cm,g(xi), and ‘‘end point,’’ cm,g(xi 61/2),
fluxes introduced in Eq.~17! are further related in a consis
tent fasion by supplementary equations1,2,18 to obtain a
closed set of 2IxM simultaneous equations within eac
groupg that are solved iteratively. The iterations are nec
sary since the contribution of in-group scattering for ea
group g85g ~term T3! is as yet unknown. Therefore, th
solution begins with an estimate ofcm,g(x), say cm,g

0 (x),
which is progresively refined with each subsequent itera
k. This process continues until the iteration convergence
terion is satisfied, e.g.,

maxxuFg
k11~x!2Fg

k~x!u<e, ~18!
Medical Physics, Vol. 27, No. 10, October 2000
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whereFg
k(x) is the scalar flux@as defined after Eq.~2!# for

groupg at x after thek-th iteration, ande is typically taken
between 0.001 and 0.0001. The process starts at one co
of the x2h mesh, e.g. (x1 ,h1), whereby applying the
boundary conditions, the difference equation~17! can be
solved for the next value, (x2 ,h1). The process continue
across the mesh in a systematic way, recursively calcula
one cm,g(x) after another. The convergence, freedom fro
negative flux artifacts and accuracy1,2,18 achieved by DOM
are very sensitive to the details of mesh differencing a
sweeping. The CPU time required is roughly proportional
the number of phase space cells~space, angle, and energy!
times the number of iterations in each energy group and
order of Legendre polynomial expansion.

Once the calculations are completed, and the group flu
are known, the dose rate, Eq.~2!, can be evaluated by

Ḋ~xi !5 (
g51

G

(
m51

M

wmĒgcm,g~xi !~men/r!g~xi !, ~19!

at each pointxi of the spatial lattice. (men/r)g(xi)(g
51,...,G) denotes appropriate group mass-energy absorp
factors~called group kerma factors!, and Ēg5 1

2(Eg1Eg11)
is the average energy of groupg. The derivation of multidi-
mensional discrete ordinates equations is conceptually s
lar but more complex.1,2

In multidimensional geometries, the concentrated strea
ing of particles along discrete angular directions leads
nonphysical fluctuations of the flux known as ray effects1,2

Ray effects tend to have the largest impact in two- and thr
dimensional problems with localized sources, where the
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fect of scattered radiation is comparable to that of the
mary particles~those originating from the sources!, which is
essentially the case in brachytherapy. Increasing the num
of discrete directions better approximates the true phys
situation of continuous angular variables and naturally m
gates the ray effects. This approach, however, leads to hi
intensive and costly calculations.1,2 It is demonstrated later in
this study that implementing a first collision source mitig
tion technique sufficiently reduces the impact of ray effe
on the accuracy of the DOM for brachytherapy calculatio
and allows the use of lower-order angular quadratures w
the same finite-difference geometry representation.

B. Computational details

1. Monte Carlo calculations and AAPM Task Group
43 formalism

We used a continuous energy Monte Carlo photon tra
port ~MCPT! code19–23 to calculate the dose rate distribution
around the microSelectron192Ir high dose-rate ~HDR!
source. These results constitute a ‘‘gold standard’’ for eva
ating the accuracy of the corresponding discrete ordin
simulations. Figure 1~a! shows the underlying geometry an
material composition of the source used in ourMCPT

calculations.23 The primary photon spectrum for192Ir was
that of Glasgow and Dilman.24 The source is placed at th
center of a cylindrical water phantom of diameter 20 cm a
height 20 cm. The photon cross section library DLC-1425

was used and included coherent and incoherent scatterin
well photoelectric absorption. Since characteristic x-ray p
duction was not included in the DOM multigroup library,
was removed from ourMCPT simulations as well. The mas
energy absorption coefficients of Hubbell and Seltzer26 were
used to convert the photon energy flux into collision kerm
consistent with the DLC-146 data. Since ourMCPT code does
not model transport and scattering of secondary electr
collision kerma is used to approximate an absorbed d
since for the low-energy photons emitted by192Ir, secondary
charged particle equilibrium can be assumed.4,27 The
bounded next flight estimator technique19 was used to evalu
ate the dose rate at various pointsP(r ,u) @Fig. 1~a!# in water
surrounding the HDR source. Angular dose profi
DḊ(r ,u) for u in the range~0°,180°! were evaluated atr
50.25, 1.0, and 5 cm, as well as the radial distribution~u
5p/2! for r in the range 0.1–7 cm. AllMCPT results had
units cGy/~mCi h! and were used in this form to evalua
DANTSYS accuracy and to calculate the quantities of t
model introduced by TG-43.16 The unit ‘‘mCi’’ refers to the
activity contained in the source core, which is proportiona
the number of simulated primary photon trajectories. T
TG-43 model, starting with a sparsely distributed grid
dose rates derived from measurements or simulations, ca
lates the dose rate,Ḋ(r ,u), according to

Ḋ~r ,u!5SK•L•

G~r ,u!

G~r 0 ,u0!
•F~r ,u!•g~r !, r 051 cm,

u0590°, for 192Ir sources, ~20!
Medical Physics, Vol. 27, No. 10, October 2000
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whereSK is the measured air-kerma strength28 of the source
in units of U5cGy cm2/h, andG(r ,u) is a geometry factor.
As recommended by the TG-43 report, the unfiltered l
source model was used, giving

G~r ,u!55
Du

L•r •sinu
, uÞ0,

1

r 22L2/4
, u50,

~21!

whereL is 0.35 cm, the length of the active source, andDu is
the angle~in radians! subtended by the active source wi
respect toP(r ,u). The dose-rate constant,L, for the source
and surrounding medium, is evaluated using theMCPT simu-
lation results as follows:

L5
Ḋ~r 0 ,u0!

SK
. ~22!

The remaining quantities in Eq.~21! are the anisotropy func
tion, F(r ,u), and the radial dose function,g(r ). Using the
definitions F(r ,u) and g(r ) given in the Task Group
Report,16 these dosimetric ratios were evaluated from t
calculatedḊ(r ,u). More details are given by Williamson
and Li.23

MCPT simulation was used to evaluate the air-kerm
strength per unit contained activitySK ~in units of U mCi21!
in a 5 mdiam air phantom following the same procedure
described in Ref. 23. This quantity is used to normalize
calculatedḊ(r ,u) allowing clinically relevant absolute ab
sorbed dose rates in water per unit air-kerma stren
~cGy h21 U21! to be estimated by the simulations.

Our MCPT simulations use point-kerma estimators, whic
while providing rigorous benchmarks for assessing the ac
racy, do not exploit the cylindrical symmetry of the problem
making efficiency comparisons withDANTSYS meaningless.
For evaluatingDANTSYS efficiency, we have benchmarke
DANTSYS against theEGS4 user codeDOSRZ.29 This is a
Monte Carlo code in cylindricalR-Z geometry, which was
used with the same grid cells as inDANTSYS calculations. We
did not useEGS4 results forDANTSYS accuracy evaluations
for three reasons:~i! the currently availableEGS4 version
uses Storm and Israel photon cross section data,30 which may
introduce systematic discrepancies due to different cross
tions that are difficult to estimate;~ii ! theEGS4/DOSRZresults
exhibit large statistical uncertainty~exceeding 20%! for grid
cells in the 5 cm range along theZ axis of longitudinal sym-
metry, which would prevent us from analyzing theDANTSYS

accuracy at relevant distances along theZ axis; and~iii ! the
MCPT next flight estimators avoid the volume averaging
rors associated with approximating kerma at a point with
local voxel average as well as errors associated with
mesh-based geometry modeling ofDOSRZ and DANTSYS.
DOSRZ uses analog scoring to evaluate the energy depos
in each cylindrical shell detector with no variance reducti
techniques applied. Secondary electron transport was
pressed to avoid unnecessary calculations. The numbe
histories was selected in such a way as to achieve maxim
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standard deviation of about 2% in more than 99% of
volume elements of a 20 cm diam by 20 cm height scor
grid.

2. DANTSYS multigroup discrete ordinates
calculations

The DANTSYS code package15 used in our studies is a
modular computer program designed to solve the tim
independent, multigroup discrete ordinates form of the lin
transport equation in various geometries for neutral partic
In principle, it could be extended to model electron a
coupled photon–electron–positron transport. However,
extension is not straightforward and would require furth
development.3 Thus, we applyDANTSYS for modeling photon
transport only. For the low-energy photons common
brachytherapy, this still provides a practical dosimetry to
due to the charged particle equilibrium.4,27 The TWODANT

Solver module solves the two-dimensional transport equa
using the diamond differencing or adaptive weighted d
mond differencing31 ~AWDD! method for space/angle dis
cretization to eliminate negative flux fixups. The diffusio
synthetic acceleration32 ~DSA! method is used to accelera
the convergence of the iteration process.

TWODANT was used to solve the two-dimensional cyli
drical R-Z geometry equivalent of Eq.~15! for the192Ir HDR
source. The finite-difference spatial approximation of t
source geometry is shown in Fig. 1~b!. A reflection boundary
condition2,15 was assumed along theZ axis of rotational sym-
metry, together with a vacuum boundary conditions alo
the outer surface of the water phantom. Variable voxel si
along theR axis, all smaller than 0.3 mean free paths~mfp!
for photons with energy 353 keV~the weighted average en
ergy of the192Ir spectrum used!, were applied. Small voxe
sizes are needed to model the source geometry accur
~less than 0.1 mfp in the vicinity and inside the source!. The
ratio of the Z-axis to R-axis voxel dimensions~the aspect
ratio! varied from 2:1 near the source to 25:1 at the periph
of the water phantom in the vicinity of theR or Z axis. The
resulting voxel structure contained 39 voxels along theR and
136 voxels along theZ axis. TWODANT’s ray-tracing first
collision source option33 was used to mitigate the ray effect
With this method, primary photons~i.e., due to source decay!
have their trajectory origin and direction cosines determin
by stochastic sampling. The trajectory is then follow
throughout the geometry grid, and the flux moments@Eq. ~8!#
in each grid cell are calculated. The resulting precalcula
primary flux distribution is used to generate a broadly d
tributed first collision source for further discrete ordinate c
culations of the scattered flux and related kerma. Betw
2 500 000~with S16! and 13 800 000 (S40) ray-tracing histo-
ries were used to create the first collision source. The sta
tical uncertainty of the primary flux evaluation was less th
3%, except for the very small mesh cells near theZ axis of
rotational symmetry, where it was between 3 to 30 tim
larger due to the very small solid angles subtending the s
tial grid cells along theZ axis. The results and discussion
sec. III show the relevance of the ray tracing implementat
Medical Physics, Vol. 27, No. 10, October 2000
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in mitigating the ray effects. Quadrature sets containing
~denoted asS16!, 55 (S20), 120 (S30), and 220 (S40) angles
per octant were used to evaluate the effect of quadrature
the accuracy and efficiency of theDANTSYS calculations.

We used the high-resolution application-independent 2
energy group photon cross section library12 ~referred to be-
low as G-210!. Its very fine energy bin structure eliminate
the need for weighting functions to accurately repres
group fluxes and cross sections and effectively removes
rors associated with the multigroup approximation.14 G-210
was developed as an application-independent cross se
library for the assessment of DOM accuracy and is not
tended for use in practical treatment planning. The libra
contains photon cross sections over the energy range 1 k
1.5 MeV. Similar to theMCPT cross section data, it was de
rived from DLC-146, and hence any systematic discrep
cies in our calculations due to a different cross section ori
are avoided. G-210 contains the scattering cross section
trix coefficients allowing up to fifth degree (P5) Legendre
polynomial expansion of the cross section angular dep
dency @see Eqs.~4!–~5!#. Following the results in Ref. 14
we usedP3 angular polynomial expansion for all calcula
tions.

The multigroup approximation of the192Ir spectrum and
the appropriate normalization was determined using the p
cedure described in Ref. 13. The highest-energy192Ir photons
appear in the second group of G-210 and hence the solu
spanned over 209 groups, starting with group 2. The rem
ing computational parameters used were the same as the
used in our previous work.14

At the conclusion of each calculation, theDANTSYS EDIT

module15 was employed to convert the flux distributions in
kerma by using the G-210 group kerma factors. These res
were utilized in the form of two-dimensional absorbed do
rate arrays at the points centered at each voxel of the fin
difference geometry approximation. To obtain DOM do
estimates at points not coinciding withDANTSYS grid points,
a bilinear interpolation procedure14 was employed. It uses
the TG-43 geometry factor, Eq.~21!, to suppress spatial flux
variations due to the inverse square law.DANTSYS evaluation
of TG-43 quantities was the same as forMCPT, except that
the correspondingDANTSYS values were used. AllDANTSYS

results were normalized to the units of cGy mCi21 h21, con-
sistent with ourMCPT simulations.

The very small voxel sizes needed to resolve the sou
geometry, together with the large size of the air phant
used for air-kerma strength calculations, lead to a very la
number of voxels since the aspect ratios throughout the
tem must not exceed 30:1 to accurately calculate the s
tered contribution to the air kerma of less than 7%. This, a
the use of G-210, leads to a highly intensive computatio
effort for simulations. To avoid this largely unnecessary
fort we used theONEDANT DANTSYS solver module in one-
dimensional spherical geometry. It solves the on
dimensional transport equation~15! with the use of a
diffusion acceleration scheme.32 The HDR source was mod
eled in the center ofa 5 m diameter air sphere. The sour
core and capsule were approximated by spherical shell
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the same diameter and material composition as in the un
lying MCPT geometric model. The problem geometry w
divided into 257 radial elements and the standardDANTSYS

S48 angular quadrature~48 angular directions and weights!
was used in the simulation.

III. RESULTS AND DISCUSSION

Figure 2 shows the polar dose rate profilesḊ(r ,u) for the
192Ir HDR source as obtained by ourMCPT and DANTSYS

simulations. Each profile is normalized to unity on the tra
verse axis~u590°!. The apparent maxima at anglesu of 0°
and close to 180° for the 2.5 mm curve are due to the bre
down of the inverse square law near the ends of the exten

FIG. 2. Polar dose profilesḊ(r ,u) normalized to unity atu5p/2 DANTSYS

~curves! andMCPT ~symbols! calculations.S30 ~120 angles per octant! used
for DANTSYS calculations.

FIG. 3. DANTSYS results relative toMCPT as a function of angle atr
52.5 mm for absorbed dose distributionsḊ(r ,u) ~curves!, and for the an-
gular anisotropy functionF(r ,u) ~curves with symbols!. S30 ~120 angles per
octant! andS20 ~55 angles per octant! used forDANTSYS calculations.
Medical Physics, Vol. 27, No. 10, October 2000
r-
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ed

radioactivity distribution. The figure shows the excelle
agreement betweenDANTSYS and MCPT for all angles and
distances shown.

Similar to our previous work,14 we used two methods fo
quantifying the accuracy ofDANTSYS. The graphical method
is illustrated by Fig. 3, which shows the ratio of the absorb
dose per unit contained activity in water calculated byDANT-

SYS relative to that calculated byMCPT as a function of angle
at a distance 2.5 mm from the source center whenS20 and
S30 angular quadratures are used in theDANTSYS simulations.
The comparison between the angular anisotropy functi
F(2.5 mm,u) evaluated usingDANTSYS and MCPT absorbed
dose rate estimates is also shown. Figures 4 and 5 show
same with the only difference being that the evaluation
made at distances 10 and 50 mm, respectively. Simila
Fig. 6 showsDANTSYS relative to MCPT dose results along
the plane transverse to the source as a function of dista
from the source center. The figure also includes a comp

FIG. 4. The same as in Fig. 3 except for the distancer 510 mm.

FIG. 5. The same as in Fig. 3 except for the distancer 550 mm.
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2315 Daskalov et al. : Dosimetric modeling 2315
son between the radial dose functiong(r ) evaluated by
DANTSYS andMCPT. In addition,DANTSYS accuracy relative
to MCPT is quantified by the root mean square error~RMS!,

RMS~%!5A1

N (
k51

N F12
ḊW,k

DANT

ḊW,k
MCPTG2

•100, ~23!

whereḊW,k
DANT is the DANTSYS calculated absorbed dose ra

per unit contained activity in water at a point (r ,uk) ~for
polar profile analyses! or (r k,90°) ~for radial distributions!
and ḊW,k

MCPT is the correspondingMCPT value.N is the num-
ber of MCPT estimator points used in the comparison.

The figures demonstrate the excellent consistency
tweenDANTSYS andMCPT calculations. The presented com
parison of the polar profiles in Figs. 3–5 shows the follo
ing.

~i! Except for angles within 3°–5° of theZ axis of rota-
tional symmetry, the observed discrepancies are
than 4%~,2 standard deviations ofMCPT results! for

FIG. 6. DANTSYS absorbed dose distribution relative toMCPT within a 70 mm
distance from the source center in the plane transverse to the source.DANT-

SYS simulations withS30 and S20 angular quadratures.g(r ) denotes the
DANTSYS/MCPT ratio for the radial dose function.
Medical Physics, Vol. 27, No. 10, October 2000
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ss

S30, and 5%~2.5 standard deviations! for S20 at all
distances analyzed. Overall, the discrepancies
crease slightly when the number of angles in the
gular quadrature is reduced. Except in the vicinity
the Z axis, the difference between theS30 and S20

results is less than 2% due to the effective eliminat
of the ray effects by the ray tracing first collisio
source techniques.

~ii ! The discrepancies very close to theZ axis ~u smaller
than 5°! are somewhat larger at all distances stud
and increase when lower-order angular quadrat
sets are used. A major cause is ray effects that
difficult to mitigate close to the axis of rotational sym
metry. In addition,TWODANT’s first collision source
algorithm performs poorly in this region, as discuss
below. Thus, angular quadratures with a larger nu
ber of angles and corresponding weights have to
used together with the ray tracing first collision sour
technique in order to obtain better accuracy in t
vicinity of the Z axis.

~iii ! The DANTSYS evaluation of the angular anisotrop
function, closely follows~within 2%! the correspond-
ing evaluation of the actual dose distributions. T
discrepancies occur since the evaluation of the ra
Ḋ(r ,u)/Ḋ(r ,p/2) depends on the angular quadratu
used.

Similar conclusions apply to the results for transver
axis distribution comparison, as shown in Fig. 6.

Table I gives the RMS deviations ofDANTSYS relative to
MCPT results as a function of angular quadrature used in
calculations. For comparison, the table also shows er
with the first collision source disabled~‘‘no ray’’ !. The data
in the table show that:

~i! Very close to the source, the use ofS16–S40 are
equally accurate. With increasing distance, howev
quadrature sets larger thanS16 are necessary for ac
ceptable accuracy.

~ii ! The ‘‘no ray’’ column results demonstrate that b
simply increasing the order of angular quadrature o
ong the
mm,

ng
TABLE I. The RMS difference~percentage points! of DANTSYS absorbed dose results relative toMCPT at various
distances and angular quadrature sets. The RMS difference for the polar profiles atr 52.5 10, and 50 mm
distance from the source center, are evaluated at 47 angles~at 2.5 mm! and 57 angles~at 10 and 50 mm!. The
RMS values for the transverse axis distribution between 1 and 70 mm are calculated over 20 points al
transverse axis. TheMCPT standard deviation was in the range of 0.5%–1.0% at 2.5 mm, 1.0%–2% at 10
and 1.5%–2.5% at 50 mm. The standard deviation of theMCPT results along the transverse axis was varyi
between 0.43%~at 1 mm! and 2.75%~at 70.0 mm!.

Angular
quadrature

RMS ~%!

36 angles and
weights (S16)

55 angles and
weights (S20)

120 angles and
weights (S30)

210 angles and
weights (S40)

Ray
tracing No ray

Ray
tracing No ray

Ray
tracing No ray

Ray
tracing No ray

At 2.5 mm 1.76 9.93 1.44 9.39 1.42 8.95 1.31 9.02
At 10 mm 3.16 38.7 1.88 28.0 1.48 19.8 2.12 14.0
At 50 mm 16.4 40.0 2.70 29.4 2.63 19.9 1.39 15.3
Transverse axis 2.88 32.5 2.16 37.7 1.40 18.4 0.98 12.5
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TABLE II. Dose-rate constantL calculated byDANTSYS with various angular quadratures using theONEDANT

value ofSK53.69 U mCi21 for the HDR source air-kerma strength per unit contained activity, and a com
son with theMCPT calculated value.

DANTSYS

MCPT

S16 S20 S30 S40

Ray
No
ray Ray

No
ray Ray

No
ray Ray

No
ray

L ~cGy cm2 h21 U21! 1.111 1.094 1.220 1.101 1.227 1.098 1.187 1.097 1.1
% difference 21.5% 19.8% 20.91% 110.4% 21.2% 16.9% 21.3% 14.4%
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can reduce the error and improve the DOM accura
without using a first collision source technique, as t
theory indicates~see Sec. II A.! The error reduction,
however, increases slowly with increasing the ord
of angular quadrature, indicating that this strategy
minimizing ray effects is not practical. The imple
mentation of the first collision source mitigation tec
nique reduces RMS error by a factor of 10 or more
all cases, allowing the use of coarser quadrature
without compromising the accuracy.

TheONEDANT air-kerma strength per unit contained acti
ity of SK53.69mGy m2 h21 mCi21 closely approximates the
MCPT value of 3.63 mGy m2 h21 mCi21. This result was
achieved in 35 s of CPU time on our SGI RS 10000 wo
station and demonstrates the ability of one-dimensio
DOM calculations to produce accurate estimates in an
tremely efficient manner. Table II shows theL values calcu-
lated by bothMCPT andDANTSYS for all angular quadratures
with and without first collision source calculations, and usi
the ONEDANT SK value forDANTSYS estimates. The resultan
L estimates are in close agreement with those of William
and Li23 and Kirov et al.34 The differences inDANTSYS L’s
are within 0.6% for all angular quadratures. At the sa
time, the overall discrepancy of about21% betweenDANT-

SYS andMCPT values is mostly due to theONEDANT overes-
timation ofSK by 1.7%. When no ray effects mitigation tec
nique is used, the result becomes very sensitive to the o
of angular quadrature. Even with the highest-orderS40 used
in this study, the observed discrepancy is a factor of 4 lar
relative to the cases when a first collision source calcula
is employed.

Table III compares the CPU run times ofDANTSYS and
EGS4 simulations when based upon geometries that
equivalent in terms of the number and size of 2-D cells. T
total CPU times~‘‘ray’’ row ! includes both the CPU time fo
the first collision source calculation and for the actual DO
iterations~‘‘iteration’’ column!. The number of DOM itera-
tions needed to obtain convergence in each case is give
the ‘‘#iter’’ column. For comparison, theDANTSYS results
without a first collision source are also included~‘‘no ray’’
row!. The following is seen.

~i! When the first collision source is implemented~the
‘‘ray’’ row !, two-fold efficiency gains are achievab
whenS20 or lower-order angular quadratures are us
l. 27, No. 10, October 2000
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while S30 or higher-order angular quadratures lead
equivalent or longer CPU times relative toEGS4/

DOSRZ. The iteration CPU time~or total, in the ‘‘no
ray’’ row! for various angular quadratures scales w
the number of problem phase space cells proportio
to the number of angles in the quadrature. Thus, if
size of the problem phase space can be reduced
iteration time can be reduced proportionally.

~ii ! The number of DOM iterations does not depend
the angular quadrature used with the same geom
representation.

~iii ! The ray-tracing first collision source calculation CP
time takes between 35% (S16) and 41% (S40) of the
total time. The implementation of the first collisio
source leads to less than 5% reduction in the num
of DOM iterations. However, the CPU per iteration
reduced by almost 60%. As a result, the total run tim
in any of the ray/no ray cases is essentially the sa
At the same time, the accuracy analysis~Table I!
clearly shows that while increasing the angu
quadrature order indeed reduces theMCPT/DANTSYS

discrepancies without a first collision source, even
use ofS40 gives unsatisfactory results. This, togeth
with the excellent agreement ofMCPT and DANTSYS

with S20 and using the first collision source option
clearly demonstrate the cost effectiveness of the fi
collision source implementation relative to simply in
creasing the order of angular quadrature alone.

Our results demonstrate that the first collision source te
nique used here effectively reduces the ray effects and all
the use of lower-order angular quadratures without sign
cantly affecting the accuracy. The ray-tracing algorithm c
rently employed inDANTSYS, however, poorly estimates th
first collision source in limited areas along theZ axis of
rotational symmetry. The reason is that the small size of
source modeled leads to a small number of primary pho
trajectories intersecting the spatial voxels along theZ axis,
causing poor statistics in the first collision source evaluati
In addition, Table III shows that the ray-tracing calculatio
may take a significant fraction of the overallDANTSYS run
times. These deficiencies of the internalDANTSYS ray-tracing
algorithm clearly need to be addressed. The simpler sou
geometry of a typical brachytherapy problem~at least rela-
tive to the reactor physics problems for whichDANTSYS was
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originally designed! makes alternative numerical or analyt
cal approaches~e.g., similar to the parametric35 or ‘‘nearest
pixel’’ nonparametric36 ray-tracing algorithms! feasible for
calculating the first collision source without the difficultie
experienced with the standardDANTSYS ray-tracing algo-
rithm.

Overall, the data in Table III indicate thatDANTSYS cal-
culations with G-210 do not produce sustainable gains
efficiency and the computational efforts of DOM and Mon
Carlo are essentially the same. The major cause of this re
is the large number of phase space cells used in DOM
culations, in particular, due to the large number of groups
G-210. The G-210 photon cross section library was desig
for DOM accuracy analyses and is clearly not suitable
clinical treatment planning. More recent wor
demonstrates37 that for I-125 brachytherapy, a three-grou
approximation yields acceptable accuracy while yielding
ficiency gains of 80 or more. A further reduction in the num
ber of phase space cells may be achieved by the us
higher-order spatial-differencing schemes,2 which would al-
low larger voxel sizes and aspect ratios to be used for
accurate solution. The Adaptive Mesh Refinement techniq
which allows local grid refinement to minimize the spat
error in regions with steep flux gradients and larger cells
low gradient regions, would relax the spatial grid alignme
constraints and avoid the spread of smaller voxel sizes n
the source throughout the system. Both approaches po
tially lead to a smaller number of spatial voxels and wou
allow lower-order angular quadratures to be used con
tently in the simulations, which, in turn, could further im
prove DOM efficiency.18

IV. CONCLUSIONS

In this study we show that the discrete ordinates meth
in general, and theDANTSYS code system, in particular, ca
accurately model photon kerma rate distributions in the
cinity of the192Ir HDR source in two-dimensional cylindrica
R-Z geometry. TheDANTSYS results closely approximate th
MCPT values with discrepancies smaller than 3%–5%~within
two standard deviations of the Monte Carlo results! through-
out the modeled phantom, except for limited regions alo
the Z axis of rotational symmetry, where ray effects are o
served that are difficult to mitigate with theDANTSYS internal
first collision source algorithm. The same accuracy was
tained for the DOM evaluation of the TG-43 anisotrop
function, F(r ,u), radial dose function,g(r ), and the dose-
rate constant,L, associated with the microSelectron192Ir
HDR source. The present finite-difference model, toget
with S20 angular quadrature consisting of 55 directions a
associated weights per octant, and theP3 angular polynomial
expansion of the photon scattering anisotropy, was suffic
to achieve the observed accuracy. TheDANTSYS ONEDANT

one-dimensional DOM solver module provided an accur
estimate of the source air-kerma strength in an extrem
efficient manner.

To achieve the above accuracy, the first collision sou
technique was used to mitigate the strong ray effects.
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2318 Daskalov et al. : Dosimetric modeling 2318
DANTSYS Monte Carlo implementation of this algorithm
while effective in mitigating ray effects, does not efficient
estimate primary photon collision density along the sou
longitudinal axis.

Our high-resolution G-210 multigroup library provide
accuracy equivalent to that of a continuous energyMCPT

code. However, the large number of groups significantly
creases the CPU time and computer memory and is not
matically more efficient thanEGS4two-dimensional calcula-
tions. The comparison with theEGS4Monte Carlo code using
the same geometry representation indicates that some
ginal gain in efficiency, of about a factor of 2, is neverthele
achievable. The present results, while not optimized for co
putational efficiency, demonstrate the accuracy and estab
the range ofDANTSYS computational parameters needed
successful simulations. They also indicate the large DO
potential for efficiency improvements by reducing the nu
ber of discrete phase space cells needed to adequatel
solve the source geometry and dose distribution. Future
forts directed toward reducing the number of phase sp
cells used in the calculations together with optimizing t
other necessary features~e.g., the implementation of ray ef
fects mitigation techniques! are expected to allow successf
and efficient discrete ordinates applications in brachythera
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