I. INTRODUCTION

Spencer–Attix cavity theory is the basis of modern dosimetry protocols and, as applied to thick-walled ion chambers, is also the basis of primary standards of air-kerma in 60Co beams. The Almond–Svensson extension of cavity theory is frequently used when dealing with chamber walls having two components. Monte Carlo calculations are used extensively in dosimetry protocols and in the determination of a wide variety of correction factors in radiation dosimetry. The recently developed EGSnrc Monte Carlo code is the first Monte Carlo code thought to be able to simulate ion chamber response at the 0.1% level of accuracy, at least with respect to its own cross sections.

In the 1980’s, Nahum et al. reported some interesting measurements which were a test of cavity theory, of the Almond–Svensson extension of cavity theory, and of Monte Carlo simulations. The measurements were performed using an ion chamber with two thimbles, one graphite and one aluminum, for which the volumes were known independently. The relative response of these two chambers in a 60Co beam was measured, as well as the response of the aluminum-walled chamber relative to that of the graphite-walled chamber as thin layers of graphite dag were added to the interior wall of the aluminum chamber. As a result of the measurements, Nahum et al. reported reasonable agreement between the measured and predicted ratios of responses for the pure-walled chambers. However, the measured responses as a function of the thickness of the dag layer could not be explained either by the Almond–Svensson predictions or by some unpublished Monte Carlo calculations performed using EGS4.

In view of the much more accurate Monte Carlo code available today, and the higher statistical precision which can be obtained, it is worthwhile to re-investigate these experimental measurements. The EGSnrc user-code CAZRnrc is used to compare the response of an aluminum-walled thimble chamber to that of a graphite-walled chamber. Upon comparison of the Monte Carlo results to the experimental measurements, it becomes evident that the experimental measurements of Nahum et al. provide one of the relatively rare, high-precision examples in which the agreement between experiment and calculations depends on a knowledge of the absolute values of the electron and photon cross sections used in the calculations. This dependence is used to study the implications of the uncertainty in the mean excitation energy on the determination of the stopping power for graphite. The mean excitation energy plays a key role in the value of the primary standards of air-kerma in 60Co beams. In addition to comparing the measured ratios of the ion chamber responses to the ratios calculated using CAZRnrc, they are also compared to the values predicted by cavity theory. The EGSnrc-calculated ion chamber responses are also used to compute the magnitude of any correction to the Spencer–Attix cavity theory, $K_{SA}$, as introduced by Borg et al.
The CAVRZnc code is also used to investigate the effects on the calculated response of adding thin layers of dag to the inside of the aluminum chamber wall. In comparison to the experimental values, the calculated responses once again provide a demonstration of the need for further investigation of the mean excitation energy of graphite. The calculated responses are also used to study the accuracy of the Almond–Svensson extension of cavity theory.

II. METHODS

II. A. Cavity theory

Spencer–Attix cavity theory, applied to thick-walled, air-filled ion chambers, predicts that the air kerma free in air, 

\[ K_{\text{air}} = D_{\text{air}} \left( \frac{L}{\rho} \right)_{\text{air}} \left( \frac{\mu_{\text{en}}}{\rho} \right)_{\text{air}} \left( 1 - g_{\text{air}} \right) K, \]  

(1)

where \( (\mu_{\text{en}}/\rho)_{\text{air}} \) is the average ratio of mass energy absorption coefficients in the air and wall material, \( g \) is the average fraction of the electron’s energy that is lost in the air via radiative processes, \( D_{\text{air}} \) is the dose to the air in the cavity, and \( (L/\rho)_{\text{wall}} \) is the stopping-power ratio. The correction factor, \( K \), includes a correction for attenuation and scatter in the chamber wall (\( K_{\text{wall}} \)), an axial non-uniformity correction which accounts for any divergence in the beam (\( K_{\text{an}} \)), and an electrode correction which accounts for a change in the ionization in the chamber due to a change in electrode material (\( K_{\text{el}} \)). In this study, \( K_{\text{an}} \) is unity since all calculations were performed using a parallel beam incident on the chamber and in any case would be very close to unity for calculations for a point source at 100 cm from a Farmer-type chamber as discussed by Bielajew and Rogers.

Deviations from Spencer–Attix cavity theory for thick-walled ion chambers, as formulated above, can be accounted for by the introduction of another correction factor, \( K_{\text{SA}} \), into Eq. (1). The Spencer–Attix correction factor can be computed using the EGSnrc system and is given by:

\[ K_{\text{SA}} = \frac{K_{\text{air}}(1 - g_{\text{air}})}{D_{\text{air}} \left( \frac{L}{\rho} \right)_{\text{air}} \left( \frac{\mu_{\text{en}}}{\rho} \right)_{\text{wall}} K_{\text{wall}}} = \frac{K_{\text{w}}(1 - g_{\text{wall}})}{D_{\text{air}} \left( \frac{L}{\rho} \right)_{\text{wall}} K_{\text{wall}}}, \]  

(2)

where \( K_{\text{w}} \) is the kerma in the wall material and the other symbols are as described earlier. Equation (2) only applies if the chamber is made of a single material.

For a composite chamber wall, as in the case of a thin dag layer on the inside of an aluminum wall, the chamber response is predicted by the Almond–Svensson extension to cavity theory. In this case the response of a composite chamber, \( D_{\text{air}}^{\text{Al}} \), relative to that of a pure aluminum-walled chamber is given by

\[ \frac{D_{\text{air}}^{\text{Al}}}{D_{\text{pure Al}}^{\text{Al}}} = \frac{\left( \frac{L}{\rho} \right)_{\text{air}} \left( \frac{\mu_{\text{en}}}{\rho} \right)_{\text{air}}}{\left( \frac{L}{\rho} \right)_{\text{air}} \left( \frac{\mu_{\text{en}}}{\rho} \right)_{\text{Al}}} + \left( 1 - \alpha \right) \frac{\left( \frac{L}{\rho} \right)_{\text{air}} \left( \frac{\mu_{\text{en}}}{\rho} \right)_{\text{Al}}}{\left( \frac{L}{\rho} \right)_{\text{air}} \left( \frac{\mu_{\text{en}}}{\rho} \right)_{\text{Al}}}, \]  

\[ \frac{D_{\text{air}}^{\text{Al}}}{D_{\text{pure Al}}^{\text{Al}}} = \frac{K_{\text{wall}}^{\text{Al}} \frac{\frac{L}{\rho}}{\rho_{\text{air}}} \left( \frac{\mu_{\text{en}}}{\rho} \right)_{\text{air}}}{\left( \frac{L}{\rho} \right)_{\text{air}} \left( \frac{\mu_{\text{en}}}{\rho} \right)_{\text{air}} \left( \frac{L}{\rho} \right)_{\text{air}} \left( \frac{\mu_{\text{en}}}{\rho} \right)_{\text{Al}}} K_{\text{el}}^{\text{Al}}, \]  

\[ \frac{D_{\text{air}}^{\text{Al}}}{D_{\text{pure Al}}^{\text{Al}}} = \frac{K_{\text{wall}}^{\text{Al}} \frac{\frac{L}{\rho}}{\rho_{\text{air}}} \left( \frac{\mu_{\text{en}}}{\rho} \right)_{\text{air}}}{\left( \frac{L}{\rho} \right)_{\text{air}} \left( \frac{\mu_{\text{en}}}{\rho} \right)_{\text{air}} \left( \frac{L}{\rho} \right)_{\text{air}} \left( \frac{\mu_{\text{en}}}{\rho} \right)_{\text{Al}}} K_{\text{el}}^{\text{Al}}, \]  

\[ \frac{D_{\text{air}}^{\text{Al}}}{D_{\text{pure Al}}^{\text{Al}}} = \frac{K_{\text{wall}}^{\text{Al}} \frac{\frac{L}{\rho}}{\rho_{\text{air}}} \left( \frac{\mu_{\text{en}}}{\rho} \right)_{\text{air}}}{\left( \frac{L}{\rho} \right)_{\text{air}} \left( \frac{\mu_{\text{en}}}{\rho} \right)_{\text{air}} \left( \frac{L}{\rho} \right)_{\text{air}} \left( \frac{\mu_{\text{en}}}{\rho} \right)_{\text{Al}}} K_{\text{el}}^{\text{Al}}, \]  

(4)

All of the quantities in Eq. (4) have been calculated using the EGSnrc system. Table I summarizes the restricted stopping-power ratios, mass energy absorption coefficients and \( g \) values calculated in this study for three values of the electron cutoff energy, \( AE \). The stopping-power ratios were computed using a mean excitation energy for graphite of 78 eV and a density-effect correction computed for the bulk density of 1.7 g/cm

### Table I. EGSnrc calculated values of restricted stopping-power ratios, \((L/\rho)_{\text{air}}^{\text{Al}} = AE \times 5.11 \text{ keV}\), spectrum-averaged ratios of mass energy absorption coefficients, \((\mu_{\text{en}}/\rho)_{\text{Al}}^{\text{Al}}\), and average radiative energy loss fraction, \(g\), for three values of the electron energy cutoff, \(AE\).

<table>
<thead>
<tr>
<th>Medium</th>
<th>(AE) (keV)</th>
<th>((L/\rho)_{\text{air}}^{\text{Al}})</th>
<th>((\mu_{\text{en}}/\rho)_{\text{Al}}^{\text{Al}})</th>
<th>(g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>512</td>
<td>0.820 52</td>
<td>1.0400</td>
<td>0.005 95</td>
</tr>
<tr>
<td></td>
<td>521</td>
<td>0.861 19</td>
<td>1.0373</td>
<td>0.005 94</td>
</tr>
<tr>
<td></td>
<td>527</td>
<td>0.865 43</td>
<td>1.0373</td>
<td>0.005 93</td>
</tr>
<tr>
<td>Graphite</td>
<td>512</td>
<td>1.006 91</td>
<td>0.9990</td>
<td>0.002 59</td>
</tr>
<tr>
<td></td>
<td>521</td>
<td>1.001 78</td>
<td>0.9992</td>
<td>0.002 55</td>
</tr>
<tr>
<td></td>
<td>527</td>
<td>1.001 22</td>
<td>0.9993</td>
<td>0.002 54</td>
</tr>
<tr>
<td>Air</td>
<td>512</td>
<td>…</td>
<td>…</td>
<td>0.003 09</td>
</tr>
<tr>
<td></td>
<td>521</td>
<td>…</td>
<td>…</td>
<td>0.003 07</td>
</tr>
<tr>
<td></td>
<td>527</td>
<td>…</td>
<td>…</td>
<td>0.003 06</td>
</tr>
</tbody>
</table>
charged particles. The user-code DOSRZnrc\textsuperscript{10} is used to calculate the kerma in a given medium, per unit fluence, $K_{\text{med}}/\Phi$. The average mass energy absorption coefficient is then calculated from:

$$K_{\text{med}} = \Psi \left( \frac{\bar{\mu} \text{en}}{\rho} \right)_{\text{med}} \frac{1}{(1 - \rho_{\text{med}})}.$$  \hfill (5)

where $\Psi$ is the energy fluence. A more detailed account of this sequence of calculations is given in a previous publication.\textsuperscript{11}

**II. A. 1. Stopping power ratios**

Spencer–Attix restricted, mass-collision stopping-power ratios are computed using the EGSnrc user-code SPRRZnrc\textsuperscript{10} using the photon regeneration option as needed for free in air calculations. The material densities used in the calculations are 1.7 and 2.7 g/cm$^3$ for graphite and aluminum respectively and match the densities used in the modeling of the chamber geometries.

The value of the restricted stopping power is dependent on the choice of cutoff energy, $\Delta$, used in the calculations. The stopping-power ratios in Table I are shown for three values of the cutoff energy: 1 keV, for consistency with the other Monte Carlo calculated values in this paper, 10 and 16 keV. Traditionally, dosimetry protocols use a value of $\Delta = 10$ keV for their stopping-power ratios.\textsuperscript{1} In primary standards labs however, $\Delta$ is typically dictated by chamber size. In the latter case, $\Delta$ can be related to the lowest energy of electrons that can just cross the cavity. This is accomplished by computing the mean chord length given by $l = 4V/S$ where $V$ is the volume of the air in the cavity and $S$ is the surface area of the cavity. The value of $\Delta$ is then the electron energy for which the CSDA range is equal to the mean chord length. For the chamber being studied here, this implies $\Delta = 16$ keV.

The stopping powers are computed from Bethe stopping-power theory which requires a knowledge of several quantities describing properties of the medium. One such quantity is the mean excitation energy, $I$, which is a weighted, geometric average of the excitation energies of the medium. The weighting factor depends on both the physical state and the electronic structure of the material. For many materials, it is necessary to determine the mean excitation energy from experimental data. In the case of graphite, ICRU Report 37\textsuperscript{14} uses a value of $I = (78 \pm 7)$ eV, based on experimental data for proton stopping powers at high energies. More recent experiments\textsuperscript{15} yield much lower uncertainty on $I$ and suggest a value of $I = (86.9 \pm 1.2)$ eV for graphite. In this study, the stopping powers for graphite are computed for both values of $I$ and the results from the two cases are compared.

The stopping powers are also sensitive to the density-effect correction used in the calculation. As a charged particle moves within a medium it causes the polarization of atoms in the medium, which in turn decreases the electromagnetic field acting on the particle, thereby reducing the stopping power. This effect is more evident in dense materials and has a greater impact on the stopping power at high energies. The calculations involving the aluminum chamber use the density-effect corrections from ICRU Report 37\textsuperscript{14} based on a density of 2.7 g/cm$^3$. In the case of graphite, which is a porous and highly inhomogeneous material, the bulk density of 1.7 g/cm$^3$ used in ICRU Report 37 differs significantly from the grain density of 2.265 g/cm$^3$. It is not obvious which value of the density correction should be used since the theory is intended for homogeneous media, however recent experimental evidence supports the use of the grain density (2.265 g/cm$^3$) when computing the density effect.\textsuperscript{16,17} The implications of the uncertainty in the graphite density effect, as they relate to the Monte Carlo results, will be discussed in a subsequent section.

**II. A. 2. $\alpha$ values**

As seen from Eq. (4), the theoretical value of $D_{\text{air}}^{\text{Al}}/D_{\text{air}}^{\text{en}}$ is dependent on the value of $\alpha$, the fraction of ionizations from electrons created by photon interactions in the dag layer. For the purposes of this study, the values for $\alpha$ are computed using the CAVRZnrc user-code. For a dag layer of thickness $t$, $\alpha$ is given by the ratio of the dose to the air in a graphite chamber of wall thickness $t$ to the dose to the air in a graphite chamber with full build up. The calculations use a pure-graphite wall and the electrode is replaced with air to eliminate the contribution of ionizations from the electrode for thin walls. Figure 1 shows the values of $\alpha$ calculated using CAVRZnrc in comparison with the values given by the AAPM TG-21 protocol\textsuperscript{11} and by the IAEA TRS-277 Code of Practice for absorbed dose determination.\textsuperscript{18} The points from
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the AAPM and IAEA curves were obtained from Figs. 1 and 15 in the respective reports, both of which base their data on the work of Lempert et al.19

Figure 1 shows significant discrepancies, for some wall thicknesses, between values of \( \alpha \) from the different sources. For wall thicknesses between 50 and 150 mg/cm\(^2\), the largest variation in \( \alpha \) values occurs for a wall thickness of 100 mg/cm\(^2\), which shows differences between the CA VRZ nrc values and the AAPM and IAEA values of 15% and 10%, respectively. However, these result in differences of only 1.1% and 0.7%, respectively, when computing the ratio of chamber responses given by Eq. (4) for \( \Delta = 16 \) keV. If we consider instead, a wall thickness more typical of ion chambers used in dosimetry, we find that at a wall thickness of 65 mg/cm\(^2\), the effect of the variation in \( \alpha \) on the calculated ratio of chamber responses is no greater than 1% for either the AAPM or IAEA values, when compared to using the CA VRZ nrc values of \( \alpha \). Furthermore, we may consider a more commonly used chamber, such as the NE2571 chamber used in water, as is typically used in TG-51 calibrations, and can compute the value of \( P_{\text{wall}} \), which corrects for the fact that the chamber wall and the dosimetry phantom are of different materials. The NE2571 chamber has a graphite wall, 0.065 g/cm\(^2\) thick. In this case, the values of \( P_{\text{wall}} \) computed using the three sources of \( \alpha \) values discussed here, agree to within 0.17% in all cases.

In dosimetry protocols, the value of \( \alpha \) is treated as being independent of the chamber wall composition, provided the wall is made from low atomic number materials. The NE2571 chamber has a graphite wall, 0.065 g/cm\(^2\) thick. In this case, the values of \( P_{\text{wall}} \) computed using the three sources of \( \alpha \) values discussed here, agree to within 0.17% in all cases.

In dosimetry protocols, the value of \( \alpha \) is treated as being independent of the chamber wall composition, provided the wall is made from low atomic number materials. Figure 1 shows calculated values of \( \alpha \) for both graphite and aluminum walls. Since aluminum is an extreme case and differs significantly from graphite in atomic number, the agreement between the graphite and aluminum values justifies the use of material-independent \( \alpha \) values for low atomic number materials.

Neither the AAPM nor the IAEA protocol gives \( \alpha \) values for chamber-wall thicknesses below 45 mg/cm\(^2\). In the case of thin dag layers, it is common for dosimetry calculations to assume a linear interpolation to \( \alpha = 0 \) at a wall thickness of 0 mg/cm\(^2\).20 The insert in Fig. 1 shows the \( \alpha \) values for wall thicknesses below 70 mg/cm\(^2\) and indicates the linear interpolation of the AAPM values to \( \alpha = 0 \) at 0 mg/cm\(^2\). In the region of the linear interpolation, interpolated values of \( \alpha \) differ by as much as 22% from the calculated values, however the potential effect on the predicted value of \( D_{\text{air}}/D_{\text{gr}} \), using Eq. (4), is less than 0.3%.

II. B. Ion chamber calculations

The ion chamber calculations are based upon the experimental geometry used by Nahum et al.9 The thimble chamber has a 1 mm aluminum central electrode and an inner cavity length of 2 cm. In accordance with the experimental geometry, the inner diameter of the thimble is 3.15 mm for the graphite thimble and 3.41 mm for the aluminum thimble. The thimble wall thicknesses are 0.35 and 0.09 mm for the graphite and aluminum chambers respectively, resulting in identical outer dimensions for the two thimbles. Experimentally, build-ups caps were used to achieve electronic equilibrium in a \(^{60}\)Co beam, which in the calculations is achieved using a 0.5 g/cm\(^2\) total wall thickness. The build-up caps were such that they could be used with either of the two thimbles. A thin layer of dag on the inside of the aluminum wall is varied between 1 and 150 mg/cm\(^2\) thick. The composition of the dag is 87.48% graphite, 3.00% hydrogen, and 9.52% oxygen and is identical to that of the Dag 154 used in the experiment. The material densities are 1.7 and 2.7 g/cm\(^3\) for the graphite and aluminum, respectively, and the dag layer has a density of 0.93 g/cm\(^3\). The experimental uncertainty on the density of the dag layer was 0.02 g/cm\(^3\). A \(^{60}\)Co beam is incident on the chamber from the side. The \(^{60}\)Co spectrum is taken from a previously reported21 simulation of the \(^{60}\)Co therapy machine used for the experiments. All calculations are performed for an ion chamber in air.

The EGSnrc user-code CA VRZ nrc\(^{10}\) is used to compute the absorbed dose to the cavity, \( D_{\text{air}} \), and the correction factor for wall attenuation and scatter, \( K_{\text{wall}} \). This correction accounts for a decrease in the response of the chamber due to attenuation of primary photons in the wall and an increase in response due to photons scattered in the walls. The calculations are performed using a photon splitting technique\(^{10,22}\) that increases the efficiency of typical ion chamber calculations by a factor of 5 compared to using photon interaction forcing. Unless otherwise stated, the following settings apply to all calculations: \( AP = 1 \) keV, \( AE = 512 \) keV, spin effects in the multiple scattering are off and the photon splitting factor is 130. The effect of turning the spin off for these calculations is less than 0.1%. The energy cutoff of \( AE = 512 \) keV is chosen based on a previous study\(^{23}\) which showed that the dose to the air changes slightly as the cutoff energy is increased but is constant for cutoff energies below 513 keV. For the chamber being studied here, the dose to the air increases by 0.2% and 0.03% in changing from \( AE = 512 \) keV to \( AE = 521 \) keV for the aluminum and graphite thimbles, respectively. The CPU time required to achieve statistical uncertainties on the order of 0.08% is 6 h on a 1.5 GHz machine.

II. C. Experimental data

For a meaningful comparison with the present EGSnrc results, the experimental results of Nahum et al.9 require certain corrections to be applied. Table I in the paper by Nahum et al. cites ratios of mass ionization for a variety of chambers. These ratios were obtained from the raw experimental data by applying three correction factors: one for the attenuation and scatter in the aluminum and graphite walls, one for the presence of impurities in the aluminum and one for the effect of having an aluminum central electrode instead of a graphite electrode in the graphite-walled chamber. The first correction is the ratio of the scatter and attenuation corrections in the aluminum and graphite walls. This corresponds to a ratio of \( K_{\text{wall}} \) values for the two chambers. Nahum et al. report this correction to be 1.0008 ± 0.0011. For unexplained reasons, this differs by almost 0.4% from the ratio of values calculated using \( CA VRZ nrc \left(K_{\text{wall}}^{\text{Al}}/K_{\text{wall}}^{\text{Gr}}\right) = 0.9969 \)
± 0.01%), although this difference is not critical since we only use the value of Nahum et al. to determine their uncorrected values. When correcting the raw data values to obtain the values reported in the paper by Nahum et al., the raw data values are divided by their scattering and attenuation correction. For the second correction, Nahum et al. estimated that impurities in the aluminum increased the reading in the aluminum-walled chamber by 0.19±0.08%. This corresponds to a correction factor of 1/1.0019 when correcting the raw data value. The third correction accounts for the increase in the measured ionization in the graphite chamber due to the collecting electrode being aluminum rather than graphite. Nahum et al. report this correction to be (0.9±0.2%). A calculation of this effect using CA VRZnc results in a value of (0.63±0.11)% which agrees with another previous, EGS4/PRESTA Monte Carlo calculation that gave a value of (0.58±0.13)%24 and the measured result of Palm and Mattsson of (0.8±0.2)%25.

Comparison of the calculations using CA VRZnc with the experimental results does not require that all three corrections be applied. The central electrode correction is not included since, as in the case of the raw experimental data, all of the Monte Carlo calculations are performed using an aluminum central electrode in both chambers. The correction for the impurities in the aluminum however, must be applied to the raw experimental data since the Monte Carlo calculations are for an idealized chamber with pure aluminum. Therefore all subsequent experimental values cited in this paper include the impurity correction. All of the experimental raw data values and their uncertainties have been obtained by digitization of Fig. 1 in the paper by Nahum et al.

### III. RESULTS

### III. A. Chambers with walls of one material

The first set of experimental measurements by Nahum et al.9 compared the response in an aluminum-walled chamber to that in a graphite-walled chamber. Correcting only for the impurities in the aluminum, Nahum et al. report the relative mass ionization in the two chambers to be 1.094±0.003. This differs by 0.7% from the CA VRZnc calculated value of $D_{\text{Al}}^{a}/D_{\text{Al}}^{b} = 1.024±0.0004$, which was computed for a mean excitation energy of 78 eV for graphite. If, however, we use a mean excitation energy of 86.8 eV as suggested by Bichsel et al.,15 the calculated dose ratio becomes 1.0890±0.0004, 0.5% lower than the experimental value of Nahum et al. These results are summarized in Table II. Although neither calculated value agrees with the experimental value, it is interesting to note that the experimental ratio falls in between the two CA VRZnc values computed for different $I$ values of graphite. This suggests that the discrepancy between the Monte Carlo and the experiment may be accounted for, at least in part, by lack of knowledge of the correct stopping powers.

In addition to the value of $I$, the uncertainty in the knowledge of the stopping powers also stems from the density of graphite used to evaluate the density-effect correction. The two CA VRZnc dose ratios reported earlier, 1.1024±0.0004 and 1.0890 ± 0.0004, for $I=78$ eV and $I=86.8$ eV, respectively, were both computed using a graphite density of 1.7 g/cm$^3$ for the density-effect correction. If these two ratios are computed using a density of 2.265 g/cm$^3$ instead, they become 1.1017±0.0004 and 1.0870±0.0004, respectively. In both cases, the effect of using one density effect in place of the other is less than 0.2%.

The calculated ratio of chamber responses is proportional to the ratio of the aluminum and graphite photon cross sections, and therefore the uncertainty in the calculations is also affected by the uncertainties in these cross sections. In the energy region dominated by the Compton interaction, the uncertainties in the photon cross sections are estimated to be about 1%26–28. However, for the range of energies most significant in a $^{60}$Co beam, it is likely that the uncertainties, and especially the uncertainties related to ratios of photon cross sections, are less than 1%.23

It is also instructive to compare the CA VRZnc results for the ratio of responses to the predictions of Spencer–Attix cavity theory, given by Eq. (4), for an $\alpha$ value of 0. For a pure aluminum-walled chamber, this equation predicts dose ratios of 1.1100 and 1.1041 for energy cutoffs of 10 and 16 keV, respectively. These values, also shown in Table II, were computed using a mean excitation energy of 78 eV for graphite and should therefore be compared to the CA VRZnc dose ratio of 1.1024±0.0004 reported earlier in this paper. Discrepancies between the calculated dose ratio and that predicted by cavity theory should be accounted for by ratios of the Spencer–Attix correction factors, $K_{SA}$, for graphite and aluminum, given by Eq. (2). Table III lists the values of $K_{SA}$.
computation for the two values of $\Delta$ relevant to dosimetry calculations. Multiplication of the ratio of the $K_{SA}$ values for the two chambers with the calculated CAVRznrc dose ratio from Table II shows that the Spencer–Attix correction factor does (as it must, by definition) account for the difference between the CAVRznrc result and the prediction of the Spencer–Attix theory as formulated in Eq. (1).

From the values in Table III, it is clear that the chamber-specific value of $\Delta$, 16 keV, provides better agreement between the theory and calculated results. This is consistent with the results of Borg et al. and Mainegra-Hing et al. This is particularly evident for the aluminum chamber, where the correction at $\Delta = 10$ keV is 0.5% whereas it is less than 0.01% for a $\Delta$ value of 16 keV. In the case of the graphite chamber, the correction to the theory is no more than 0.4% for either value of $\Delta$.

### III. B. Composite-walled chambers

The paper by Nahum et al. also considers a variety of cases where the chamber wall is composed of two materials. In the first such set of measurements, Nahum et al. report relative mass ionization ratios for the aluminum chamber with a graphite cap and for the graphite chamber with an aluminum cap. Although the cap thicknesses were not stated explicitly in the experimental report, it is assumed for the calculations that the caps were thick enough to provide full buildup of 0.5 g/cm² for each of the chambers, when used with their matching thimble. The experimental values are shown in Table IV along with the values of $D_{\text{air}}^{\text{comp}}/D_{\text{air}}$ calculated using CAVRznrc, where $D_{\text{air}}^{\text{comp}}$ is the dose to the air in the composite-walled chamber. The experimental values have been corrected for impurities in the aluminum. In no case does the CAVRznrc dose ratio differ by more than 0.7% from the dose ratio determined by Nahum et al. As before, this discrepancy can be more than accounted for by uncertainty in the stopping powers.

The composite-wall experimental results of Nahum et al. also compare the response of an aluminum-walled chamber, lined with a thin layer of dag, to the response in a graphite-walled chamber. The experimental results, corrected for impurities in the aluminum, are shown in Fig. 2 along with the results calculated using CAVRznrc. The CAVRznrc results are computed using the ICRU Report 37 value for the mean excitation energy of graphite and used a graphite density of 1.7 g/cm³ to compute the density-effect correction. The density-effect correction for the dag layer is computed using a density of 0.93 g/cm³.

The experimental results of Nahum et al. do not agree particularly well with the output from CAVRznrc. However, when the CAVRznrc results are normalized to the experimental data as in Fig. 3, the two sets of values show similar, but not identical, behavior as a function of dag thickness. The normalized CAVRznrc values show a root mean square deviation of 0.0029 from the experimental values.
We may also once again consider the effect of using different values of the mean excitation energy on the calculated results. As shown in Fig. 4, if the chamber responses are computed for $I = 86.8$ eV, the ratios of chamber responses are shifted from the previous values computed using $I = 78$ eV. As in the case of the pure aluminum wall, the experimental dose ratios for the thin dag layers lie between the two curves calculated for the different $I$ values.

It is also interesting to compare the CAVRZnrc results for the thin dag layers to the predictions of the Almond–Svensson extension of cavity theory. The theoretical curves are shown in Fig. 5 for the two values of the restricted stopping power cutoff energy, $\Delta$, discussed earlier. Though the chamber specific value of $\Delta$ gives values that are closer to the calculated ones, for thin dag layers, the output from the Monte Carlo calculation does not agree with the predications of the Almond–Svensson formula for either value of $\Delta$. This agrees with the conclusion of Nahum et al., who stated that the theory did not correctly predict the chamber response in the presence of thin dag layers. This finding is not surprising, given the very simple derivation of the Almond–Svensson formula, which ignores effects such as changes in the scattering power.

IV. CONCLUSIONS

The Monte Carlo code CAVRZnrc has been used to compute the ratio of the absorbed dose in an aluminum-walled thimble chamber to that in a graphite-walled chamber. The calculated ratio differs from a previously reported experimental value by 0.7%. This difference can be more than accounted for by changing the value of the mean excitation energy of graphite used to compute the stopping powers. This suggests the need for further investigation of the values of the mean excitation energy currently used in dosimetry protocols and primary standards in regard to more recent experimental values. The calculated response ratios vary by less than 0.2% when the density of the graphite used in the density-effect correction was changed from the bulk density to the grain density. The uncertainty in the calculated response ratios is also directly related to the uncertainty in the ratio of the photon cross sections. For the pure aluminum-walled chamber, the calculated dose ratio agrees with the predictions of Spencer–Attix cavity theory to within 0.06% when a chamber-specific value of the energy cutoff is used to determine the restricted stopping powers. If an energy cutoff of 10 keV is used, as is commonly done in dosimetry practice, this difference between the predicted value and the calculated result is 0.6%.

Calculations have also been performed for composite-walled chambers in relation to a pure graphite-walled chamber. For the case of an aluminum thimble with a graphite build-up cap and for a graphite thimble with an aluminum cap, the calculated chamber response ratios differ by up to 0.7% from the experiment. In the case of thin dag layers applied on the inside of an aluminum chamber wall, direct comparison of CAVRZnrc results and experiment shows that the calculated ratios of chamber response differ by less than 1% from the experimental values. Upon normalization to the experimental data, the Monte Carlo results show similar, but not identical behavior, with a root mean square deviation in the ratio of responses of 0.0029 from the experiment. The Almond–Svensson extension to cavity theory does not correctly predict the chamber response in the presence of the dag layers and it is demonstrated that the values of $\alpha$ are not the source of the problem. Since the Almond–Svensson theory is widely used in dosimetry protocols to calculate $P_{\text{wall}}$ corrections, it deserves further study.
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