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Abstract
In this study, a quantitative estimate is derived for the uncertainty in the XCOM 
photon mass attenuation coefficients in the energy range of interest to external 
beam radiation therapy—i.e. 100 keV (orthovoltage) to 25 MeV—using direct 
comparisons of experimental data against Monte Carlo models and theoretical 
XCOM data. Two independent datasets are used. The first dataset is from our 
recent transmission measurements and the corresponding EGSnrc calculations 
(Ali et al 2012 Med. Phys. 39 5990–6003) for 10–30 MV photon beams from 
the research linac at the National Research Council Canada. The attenuators 
are graphite and lead, with a total of 140 data points and an experimental 
uncertainty of ∼0.5% (k = 1). An optimum energy-independent cross section 
scaling factor that minimizes the discrepancies between measurements and 
calculations is used to deduce cross section uncertainty. The second dataset 
is from the aggregate of cross section  measurements in the literature for 
graphite and lead (49 experiments, 288 data points). The dataset is compared 
to the sum of the XCOM data plus the IAEA photonuclear data. Again, an 
optimum energy-independent cross section scaling factor is used to deduce 
the cross section uncertainty. Using the average result from the two datasets, 
the energy-independent cross section  uncertainty estimate is 0.5% (68% 
confidence) and 0.7% (95% confidence). The potential for energy-dependent 
errors is discussed. Photon cross section uncertainty is shown to be smaller 
than the current qualitative ‘envelope of uncertainty’ of the order of 1–2%, as 
given by Hubbell (1999 Phys. Med. Biol 44 R1–22).
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1. Introduction

Photon mass attenuation coefficients, μ/ρ, are fundamental data that are used directly or indi-
rectly in all photon dosimetric calculations (the coefficients for mass energy transfer, μtr/ρ, and 
mass energy absorption, μen/ρ, are also based on μ/ρ). A better knowledge of the uncertainty in 
μ/ρ allows for a more accurate estimate of the overall uncertainty in the dosimetric quantities 
of interest.

One of the most widely used μ/ρ datasets is the NIST XCOM database (Berger et al 2010), 
which is based on Hubbell (1982) and Hubbell and Seltzer (1995). XCOM does not include 
photonuclear cross sections, therefore all the uncertainty estimates below are made after the 
photonuclear component is added. Hubbell (1982) estimates the uncertainty in μ/ρ to be of 
the order of 5% below 5 keV, 2% up to 20 MeV (with photonuclear cross sections added), 
and 1% or better for light elements where incoherent scattering dominates (200  keV to 
5  MeV). More recently, Hubbell (1999) notes that ‘it has been difficult to establish an 
envelope of uncertainty as desired by workers in radiation dosimetry reference standards’. 
He suggests an ‘envelope of uncertainty  ... of the order of 1–2%’ for ‘the photon energy 
range of most interest in medical and biology applications, 5 keV to a few MeV’. Hubbell’s 
envelope of uncertainty is determined by judging from the estimates of Cullen et al (1997) 
for the uncertainty in the photoelectric cross sections. While Hubbell (1999) assumes a 
68% confidence bound for the uncertainty estimates by Cullen et al (1997) (see table 1 in 
Hubbell (1999)), no explicit confidence bounds are given by Hubbell (1999) for his enve-
lope of uncertainty of 1–2% . In light of the uncertainty estimates in his earlier publication 
(Hubbell 1982), the 2% end of the envelope of uncertainty in Hubbell (1999) is more likely 
for the lower end of the quoted energy range, given the larger contribution of the photo-
electric cross sections  with their attendant uncertainties. The lack of more precise cross 
section uncertainty estimates with explicit confidence bounds is partially because different 
theoretical models for cross sections are limited in different ways, which makes it difficult 
to use the differences among models to establish the desired precise uncertainty. Somewhat 
equivalently, the evolution of measured and calculated cross section data versus time (as 
illustrated in table 2 of Hubbell (1999)) is also difficult to use for quantitative uncertainty 
estimates.

In recent years, the increase in the computing power and in the sophistication of Monte Carlo 
codes has led to the reduction of many statistical and systematic uncertainties. Consequently, 
the uncertainty in the underlying photon cross sections has become a more significant con-
tributor to the overall uncertainty, and hence the need for more accurate and precise cross 
section uncertainty estimates has increased. Examples include Monte Carlo calculations for 
beam quality conversion factors (Muir and Rogers 2010, Wulff et al 2010), air kerma stand-
ards (Andreo et al 2012), unfolding photon spectra of clinical linacs (Ali and Rogers 2012, 
Ali et al 2012b), attenuation calculations (Walters et al 1997), and transmission analysis (Ali 
et al 2012a) where the uncertainty in μ/ρ is shown to be the ultimate limiting factor of the 
calculation accuracy.

The aim of this study is to derive an estimate of the uncertainty in photon mass attenuation 
coefficients that is more quantitative than the current estimate, has explicit confidence bounds, 
and is extracted from direct comparisons of experimental data against their respective Monte 
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Carlo or theoretical models. Two independent datasets are used, one of which is a new dataset 
that has not been previously used for cross section uncertainty estimates. The energy range in 
this study is the range of interest to external beam radiation therapy—namely from the lower 
end of orthovoltage energies (100 keV) to 25 MeV (although some data points in one of the 
two datasets used in the analysis extends to 40 MeV). The cross section dataset evaluated in this 
study is the XCOM database plus the IAEA evaluated photonuclear data (Varlamov et al 1999, 
IAEA 2000). This combination of cross section data (henceforth called ‘XCOM + IAEA’) is 
one of the more accurate cross section datasets available. The analysis is done for graphite 
and lead so as to span a wide range of atomic numbers. Using the results for both elements, a 
material-independent energy-independent uncertainty in μ/ρ is extracted. The additional uncer-
tainties to arrive at μtr/ρ and μen/ρ are beyond the scope of this study. Similar to any uncertainty 
analysis work, the methods presented below require assumptions and are thus approximate. 
However, compared with the current estimates, the authors believe that this study represents a 
step forward towards a more quantitative estimate of cross section uncertainty.

2. Methods

In what follows, the terms statistical/systematic describe the nature of different errors, while 
the terms Type A/B describe the method of evaluation of the uncertainty due to a certain type 
of error, according to The ISO Guide on Uncertainty in Measurement (Bentley 2003).

2.1. First dataset: recent transmission measurements

The first dataset (Ali et al 2012a) is our recent transmission measurements and the respective 
EGSnrc (Kawrakow 2000, Kawrakow et al 2011) calculations. The experimental transmission 
data, Texp, are for seven photon beams from 10 to 30 MV, produced from the research linac 
at the National Research Council Canada using different bremsstrahlung targets and no flatten-
ing filters. The MV/bremsstrahlung target combinations are: 10/Al, 15/Be, 15/Al, 15/Pb, 20/Al,  
20/Pb and 30/Al. The attenuators are graphite and lead, and the detector is an Exradin A19 Farmer 
chamber with different buildup caps (tungsten alloy and polymethylmethacrylate). The total num-
ber of data points is 140 (70 per attenuator material). From a detailed uncertainty budget (table 
2 in Ali et al (2012a)), the final uncertainty on Texp is found to change from 0.3% to 0.6% as 
the transmission signal changes from 100% to ∼1.7%. This includes the contribution from the 
uncertainties in the incident electron beam parameters (mean energy, energy spread, focal spot 
size and shape, and beam angular divergence). In particular, the uncertainty in the electron mean 
energy is a major contributor to the overall uncertainty for graphite but not for lead because of the 
difference in the energy dependence of μ/ρ for the two materials. For the 10 MV beam (the lowest 
stable energy on that linac), the range of uncertainty on Texp is 0.5% to 0.9%, which is larger than 
the range for the other beams because of a combination of beam instability issues and the larger 
effect of the uncertainty in the mean incident electron energy for lower MV beams.

The corresponding EGSnrc-calculated data, TEGSnrc, have a combined statistical and  
systematic uncertainty of ∼0.3% (table 3 in Ali et al (2012a)), not including photon cross 
section uncertainty. The two new features that have recently been added in EGSnrc (Ali  
et al 2014) are used in the simulations. The first feature is modelling photonuclear attenu-
ation (without modelling secondary particles), which affects TEGSnrc by up to 5.6% . The 
second feature is using the exact XCOM data as input to the simulations (before this fea-
ture was added, the option to use XCOM in EGSnrc led to differences of 1% relative to 
the web XCOM data, largely because EGSnrc still used its internal incoherent scattering 
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cross sections—see Ali et al (2014)). Figure 1 shows a condensed version of the level of 
agreement between TEGSnrc and Texp, as relevant to this study. The discrepancies are mostly 
within 2% for graphite attenuators (within 3.4% for 10 MV) and mostly within 1% for lead 
attenuators.

The transmission dataset is particularly useful for this study for four reasons. (1) The data-
set has not been previously used for cross section uncertainty estimates. (2) The transmission 
data (particularly the smallest signals), are very sensitive to small cross section differences—
e.g. changes in cross sections by 1% and 2% lead to changes in the smallest calculated trans-
mission by 4% and 9%, respectively. (3) The incident electron parameters for the research 
linac used in the measurements are independently known (MacPherson and Ross 1998, Ross 
et al 2008). When these electron parameters are used in the Monte Carlo model, the model 
remains independent of the transmission (or similar, e.g. depth-dose) measurements. This 
eliminates circular arguments when using the comparison between measurements and cal-
culations to extract photon cross section  uncertainty. (4) Extensive Type A/B analysis has 
gone into studying the influence quantities in both the transmission measurements and their 
respective EGSnrc simulations, which minimizes potential systematic errors and leads to a 
small overall uncertainty, and to a small uncertainty on the uncertainty. This, in turn, makes 
it possible to attribute the discrepancy between calculations and measurements beyond the 
uncertainty bars to cross section errors.

2.2. Second dataset: cross section measurements in the literature

The second dataset is from the NIST bibliography compiled by Hubbell (www.nist.gov/pml/
data/photon_cs/index.cfm), which contains a list of the publications that have experimental 

Figure 1. Ratios of the EGSnrc-calculated transmission data, TEGSnrc, to experimental 
transmission signals, Texp, for graphite attenuators (panel (a)) and for lead attenuators 
(panel (b)). The data in each panel are for 10–30 MV beams produced on the research 
linac of the National Research Council Canada using different bremsstrahlung targets 
(beryllium, aluminum and lead) and with the transmission data acquired using 
an Exradin A19 Farmer chamber with different buildup caps (tungsten alloy and 
polymethylmethacrylate). The 10  MV data are marked as  × . The uncertainty bars 
(k = 1) include the experimental and Monte Carlo uncertainties. The uncertainty from 
the input photon cross sections is not included. The data in the figure is a condensed 
version of the results in Ali et al (2012a).
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measurements of photon cross sections in the literature up to the year 1995. For our study, 
the publications with μ/ρ values for graphite and lead are compiled and analyzed. The photon 
sources typically used for the measurements include radioactive sources, synchrotron radia-
tion, nuclear reactions that produce gamma rays (e.g. neutron capture), and bremsstrahlung 
beams. The commonly used detectors are NaI(Tl), Ge(Li) and HPGe for direct spectroscopy, 
as well as Si(Li) detectors, ion chambers, and magnetic Compton spectrometers. Common 
sources of uncertainty include counting statistics, the contribution of small-angle scatter 
(coherent or incoherent), background effects, detector photopeak drifts, detection efficiency, 
energy calibration of the spectrometers, pulse pileup, detector deadtime corrections, exact 
energy of the radiation source, decay of the daughter nuclei in the source, energy variations 
in the bremsstrahlung beams when used as a source, inexact mass thicknesses of the attenu-
ators, the effect of impurities in the attenuators, misalignment issues, and other setup uncer-
tainties. The reported uncertainties in μ/ρ are typically ∼1%, but can be as small as 0.1% or 
as large as 5%.

The following set of qualifying criteria are applied to the available publications for graph-
ite and lead. The experiment is published in or after 1950. It contains data in the energy range 
from 100 keV to 40 MeV. The publication seems to reasonably acknowledge and/or address 
the sources of systematic uncertainties. The reported uncertainty in μ/ρ is ⩽2% . The reported 
μ/ρ values are within 4% of the current XCOM + IAEA data. The last criterion assumes that 
it is reasonable to consider our current knowledge of photon cross sections  in the energy 
range of this study to be better than 4%, and it is put in place to ensure that an experiment 
with μ/ρ values that are very different from the average does not strongly drive the analysis, 
particularly if the corresponding reported uncertainty is unrealistically small. Based on these 
criteria, the total number of experiments included is 21 for graphite and 28 for lead. The 
number of data points is 183 for graphite and 105 for lead, with a total of 288 data points. 
The measured dataset is compared directly to the XCOM + IAEA data to estimate the cross 
section uncertainty.

2.3. Method of analysis

A generic description of the method of analysis is presented first, followed by the applica-
tion of the method to the case of photon cross sections. When a model is compared against 
experimental measurements, the discrepancy (beyond the experimental uncertainty) can be 
used in a Type B analysis to estimate the systematic error in the model. Consider the trac-
table case where the systematic error in the model can be reasonably described by a single 
scaling factor. This systematic error can be determined by scaling the model with differ-
ent values, α, and choosing the value, αmin, that minimizes the goodness-of-fit statistic χr

2,  
defined as

 ∑χ
ν

α
=  

−

=

( )Y Y

s

1 ( )
,r

i

N
i i

i

2

1

,model ,exp
2

,exp
2

(1)

where Yi,exp is the ith experimental value, Yi,model(α) is the corresponding value calculated 
when the model is scaled by α, si,exp is the estimated standard uncertainty on Yi,exp, N is the 
number of data points, ν is the number of degrees of freedom (ν = N − 1 for the case of a 
single scaling factor), and χr

2 is the reduced χ2 for ν degrees of freedom. This exercise is illus-
trated in figure 2. For the case where the model contains no errors, αmin would be unity, and 
if the experimental uncertainties, si,exp, have been properly assessed, then the value of χr

2 that 
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corresponds to αmin (denoted χ( ) )r
2

min
 would be close to unity. For the case where the model 

contains errors, the absolute deviation of αmin from unity, i.e. ∣αmin − 1∣ (expressed in per cent 
throughout this study), can be taken as a surrogate for the error in the model provided that 

χ( )r
2

min
 is not much larger than unity. Requiring χ( )r

2
min

 to not be much larger than unity is 

to ensure that the error in the model can be sufficiently described by a single scaling factor.
The value of αmin determined using this method has uncertainty associated with it 

because of the presence of experimental uncertainties (si,exp in equation (1)). Therefore the 
uncertainty (rather than the error) in the model can be described using a combination of 
∣αmin − 1∣ and its uncertainty, u (in per cent). The value of u can be determined using differ-
ent approaches. One rigorous approach is the graphical method (Rogers 1975), described as 
follows. Define χlimit

2  as the limit value on χ2 at a given confidence level, e.g. 68% . Dividing 
by the number of degrees of freedom, the limit value on χr

2 is χ ν/limit
2 . The absolute differ-

ence between the value of αmin and the value of α that corresponds to χ ν/limit
2  gives the value 

of u, as illustrated in figure  2. To determine χlimit
2  mentioned above, distinction between 

two cases needs to be made. In the first case, if a quantity is normally distributed and the 
actual uncertainty on its experimentally-measured values is known, then χ χ=  +  λNlimit

2
min
2 2,  

where Nλ is the normal distribution at the λ% level (for λ = 68%, Nλ = 1). In the second 
case, if the knowledge of the experimental uncertainty is (or is assumed to be) only rela-
tive (i.e. the uncertainty is known up to a scaling factor), then χ χ ν ν= + λF[1 (1, ) / ]limit

2
min
2 ,  

where Fλ(1, ν) is the statistical F distribution with 1 and ν degrees of freedom for a given 
confidence level, λ (Rogers 1975). The difference in χlimit

2  calculated using the two methods 
is relatively small when the number of degrees of freedom is large. In our study, χlimit

2  is 
calculated both ways and the larger of the two values is taken. In addition to the graphical 
method, other Type B approaches can be used to determine u for situations such as data 
inconsistencies and/or large χ( )r

2
min

 values. Both the graphical method and other Type B 
approaches are used to determine u in this study.

When αmin is close to unity, a conservative estimate of the uncertainty in the model (at a 
given confidence level) is to assume that it corresponds to the maximal difference from unity, 

Figure 2. Illustration of the variation of the reduced χ2 (defined in equation (1)) against 
the scaling factor of a model. Note that χ( )r

2
min

 is close to unity—see text for details.
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which can be determined as follows. Assuming that αmin follows a normal distribution, then 
there is a 68% probability that αmin falls in the interval [αmin − u, αmin + u]. Regardless of 
whether or not this interval encompasses unity, the furthest deviation from unity cannot be 
more than ∣αmin − 1∣ + u. Therefore there is at least a 68% probability that the uncertainty in 
the model is no larger than (∣αmin − 1∣ + u)% . Similarly, there is at least a 95% probability that 
the uncertainty in the model is no larger than (∣αmin − 1∣ +2 u)% . Note that the estimate of the 
95% bound is not simply twice that for the 68% bound.

Now, the methods described above are applied to the case of photon cross sections as 
follows. As a first order estimate, cross section errors are assumed to be energy independent 
and can be described by a single scaling factor, which effectively assumes that the functional 
shape of the XCOM + IAEA data is a close representation of the true cross sections. The 
assumption of energy-independent errors is obviously crude since cross sections may have 
systematic errors versus energy as the relative contribution of different interaction processes 
changes with energy. For a given material, the optimum cross section scaling factor, αmin, is 
determined by minimizing the sum of the squares of the differences between the ‘measure-
ments’ and the ‘model’, according to equation (1). For the first dataset (i.e. the transmis-
sion data), the measurements are the experimental transmission signals, and the model is 
the EGSnrc-calculated transmission data, with XCOM + IAEA data used as input to the 
simulations. In this case, what is sought is the αmin value that achieves the best fit between 
the measured and calculated transmission data when α × (XCOM + IAEA) data are used in 
EGSnrc. For the second dataset (i.e. the literature cross section data), the measurements are 
the experimental cross section data in the literature, and the model is XCOM + IAEA data 
(XCOM data are based on a collection of theoretical models). In this case, what is sought 
is the αmin value that achieves the best fit between the measured cross section data in the 
literature and α × (XCOM + IAEA). Once αmin and u are determined, the 68% and 95% 
estimates of the cross section uncertainty are then (∣αmin − 1∣ + u)% and (∣αmin − 1∣ + 2 u)%, 
respectively.

2.4. Analysis of the recent transmission dataset

When applying the methods above to the transmission dataset, equation  (1) is modified 
to include the estimated standard uncertainty in the Monte Carlo calculation, si,MC, which 
includes statistical uncertainty and the uncertainty components from the detector energy 
response modelling, the Fano test, and the variation of the quantity W/e with energy (table 3 
in Ali et al (2012a)), but it does not include photon cross section uncertainty. The modified 
equation is

 ∑χ
ν

α
=  

−
+=

( )Y Y

s s

1 ( )
.r

i

N
i i

i i

2

1

,model ,exp
2

,exp
2

,MC
2

(2)

The goal is to determine the αmin value that minimizes the differences in figure  1 when 
α × (XCOM + IAEA) data are used in EGSnrc. It would be computationally very intensive 
to systematically scale the attenuator cross sections by very small fractions of a per cent, and 
for each scaling factor repeat the large number of EGSnrc calculations for all the data points 
in figure 1 to statistical uncertainty smaller than the effect of the cross section changes on 
transmission (>100 h on a single CPU per data point per scaling factor). As an alternative, the 
following approach is used. Transmission data can be calculated deterministically using the 
following equation.
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where T is the transmission signal, xi is the ith attenuator mass thickness, E is the photon energy, 
El and Em are the lowest and maximum photon energies, respectively, ψ(E) is the differential 
incident photon energy fluence, R(E) is the detector energy response at E per unit ψ(E), and 
(μ/ρ)(E) is the mass attenuation coefficient for the attenuator material at E. EGSnrc is used to 
pre-calculate ψ(E) for the MV beams used, and to pre-calculate R(E) for monoenergetic photon 
beams from a point source in the same experimental setup as the actual beams. To validate the 
use of equation (3), transmission values for different attenuator mass thicknesses are calculated 
with and without scaling of the cross sections of the attenuator materials, once using equation (3) 
and once using EGSnrc. The ratios of the transmission with to without cross section scaling 
calculated using equation (3) agree with the EGSnrc ratios to within the statistical precision of 
the EGSnrc calculations, which is <0.1% . Therefore for the rest of the analysis, equation (3) is 
used to calculate the transmission ratios that correspond to the cross section changes, and these 
ratios are used as corrections to the transmission data that are fully calculated only once using 
EGSnrc without cross section scaling. There are two assumptions in using equation (3) for the 
corrections instead of a full Monte Carlo calculation. (1) Non-ideal effects such as forward scat-
ter that still reaches the detector are assumed to not change with small cross section changes. 
(2) The small cross section changes are applied to the attenuator material only, and not to the 
components of the linac or the detector that may contain the same material, and the assumption 
is that the potential minor changes in ψ(E) and R(E) that are ignored have a negligible effect 
on the calculated corrections. Both assumptions are found to be correct to within 0.1% for the 
small cross section changes made in this study. Given that the calculations using equation (3) are 
instantaneous, the resolution of the cross section scaling increments is chosen to be very small 
(0.01%). For each scaling factor, χr

2 is calculated for all MV beams together, and also for each 
beam separately to shed some light onto possible energy-dependent errors.

2.5. Analysis of the literature dataset

The goal is to determine the αmin value that minimizes the differences between the experimen-
tal cross section data from the literature and α × (XCOM + IAEA). The XCOM data that are 
used in the analysis are queried online with a very fine energy grid (2000 points) to minimize 
interpolation artifacts. The resolution of the cross section scaling increments is 0.05% . For 
each scaling factor, χr

2 is calculated for graphite and lead separately. The ratios of the experi-
mental cross section data to the XCOM + IAEA data, after the optimum scaling is applied, are 
studied versus energy to explore possible energy-dependent errors.

3. Results and discussion

3.1. Estimate using the recent transmission dataset

For the transmission dataset, the variation of the reduced χ2 versus the scaling factor is shown 
in figure 3. The smoothness of the curves is because of the use of the deterministic (rather than 
Monte Carlo) calculations for a very fine resolution of the scaling factor.
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For graphite using the combined data from all the MV beams (70 data points and 69 degrees 
of freedom), αmin − 1 is +0.41% and χ( )r

2
min

 is 0.8. When the graphite cross section data are 
scaled by +0.41%, the ratios in figure 1(a) become scattered mostly within 0.5% around unity 
(which is comparable to the experimental uncertainties), except for the 10 MV data which 
become mostly 1% larger than unity. The value of u determined using the graphical method 
is 0.05%. Therefore the corresponding 68% estimate of graphite cross section  uncertainty 
is ∣ + 0.41∣ + 0.05 = 0.46%, and the 95% estimate is ∣ + 0.41∣ + 2 × 0.05 = 0.51% . When 
each MV beam is optimized individually (9 degrees of freedom per beam), αmin − 1 varies 
from +0.25% to +0.88% (a spread of 0.63%), as shown in figure 3(a). The corresponding indi-
vidual values of χ( )r

2
min

 per beam are always smaller than unity (∼ 0.4 on average), and are  

also smaller than the χ( )r
2

min
 value of all the beams combined. When the individual αmin − 1  

values are plotted against the fluence-weighted mean energy of each MV beam (not shown),  
the results do not show any trend with energy. In figure 3(a), the range of the spread of the 
αmin − 1 values of the individual beams (i.e. 0.63%) is substantially larger than the value of 
u determined using the graphical method (i.e. 0.05%). The spread is centred around the αmin 
value of all the beams combined, and (by definition) the spread contains 100% of the αmin 
values (i.e. it contains more than 95% of the values). Therefore half the 0.63% spread can be 
taken as the 95% interval (i.e. 2u) and thus u = 0.16% . Based on this, more representative 68% 
and 95% estimates of the graphite cross section uncertainty are ∣ + 0.41∣ + 0.16 = 0.57% and 
∣ + 0.41∣ + 2 × 0.16 = 0.73%, respectively.

For lead with all the beam data combined, αmin − 1 is −0.02% and χ( )r
2

min
 is 1.3. When 

the lead cross section data are scaled by −0.02%, the ratios in figure 1(b) remain basically 
unchanged because the scaling is very small. The value of u from the graphical method 
is 0.04%, and the corresponding 68% and 95% estimates of lead cross section uncertainty 
are 0.06% and 0.10%, respectively. For the individual beams, αmin − 1 varies from −0.25% 
to +0.25% (a spread of 0.50%), as shown in figure 3(b). Although the overall χ( )r

2
min

 is 

Figure 3. For the transmission dataset, variation of the reduced χ2 when the input 
photon cross sections to EGSnrc (i.e. XCOM + IAEA data) are uniformly scaled by α. 
Panel (a) is for the graphite attenuators and panel (b) is for the lead attenuators. χ ν/limit

2  
is the limit value on χr

2 at the 68% confidence level for ν degrees of freedom (69 for 
all data combined). For a given MV beam and a given attenuator material, the different 
curves are for the same incident electron beam with different bremsstrahlung targets: Al 
for 10 MV (one dotted line); Be, Al and Pb for 15 MV (three dashed lines); Al and Pb 
for 20 MV(two dash-dot lines); and Al for 30 MV (one dash-double-dot line).
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somewhat larger than unity (i.e. 1.3), its value for the individual beams is always much 
smaller than unity (∼ 0.4 on average). Unlike graphite data, plotting the individual αmin − 1 
values versus the fluence-weighted mean energy (not shown) indicates a positive correla-
tion (the linear correlation coefficient is 0.78) in which the scaling factor varies by ∼0.5% 
over the mean energy range from 1.5 MeV (for 10 MV) to 5.3 MeV (for 30 MV). When 
the XCOM + IAEA data are scaled by this linear model for the variation of the cross sec-
tion error with energy, χ( )r

2
min

 does not get closer to unity, but rather worsens from 1.3 to 
2.3. There are two possible reasons for this. (1) Representing each spectrum with the single 
metric of mean energy is an over-simplification that may render the trend of the scaling factor 
versus this metric un-useful. (2) The range of the mean energies is narrow [1.5–5.3 MeV], 
and extrapolating the observed energy trend to the full energy range of the XCOM + IAEA 
data is likely to be inaccurate. Similar to graphite, in figure 3(b) for lead, the 0.50% spread 
of the αmin − 1 values for the individual beams is substantially larger than the value of u 
determined using the graphical method (i.e. 0.04%), and this spread is centred around the 
αmin value of all the beams combined. Therefore half the spread can be taken to represent the 
95% interval (i.e. u = 0.13%) and the more representative 68% and 95% estimates of the lead 
cross section uncertainty are 0.15% and 0.27%, respectively.

The 95% estimate of cross section  uncertainty for lead (0.27%) is very small, and 
it is different from that for graphite (0.73%). There are two possible reasons for this.  
(1) Lead is much more efficient than graphite at removing the lower energy component of the 
incident photon beam that has larger uncertainties/errors. (2) Systematic errors that vary with 
the atomic number may be unaccounted for in the experiment and/or in the EGSnrc calcula-
tions. For instance, the EGSnrc-calculated transmission data are much more sensitive to the 
choice of the bremsstrahlung angular sampling option for graphite than they are for lead. The 
effect of different sampling options on transmission values is up to 5% for graphite, but only 
up to 1% for lead—see figure 6 in Ali et al (2012a). Although the most accurate sampling 
option available is used for all EGSnrc calculations, the accuracy of this option against a 
ground truth is unknown. Therefore unknown systematic errors in bremsstrahlung angular 
sampling are likely to have a greater effect on graphite than on lead. Similarly on the experi-
mental side, the challenges in determining the average density and the mass thicknesses were 
different for graphite versus lead—for graphite, the inhomogeneity of the square bars was the 
limiting factor, and for lead it was the irregularity of the rod diameters. Also, for a given mass 
thickness, the linear extent of the graphite bars is much larger than that for lead.

The polyenergetic nature of the incident photon beams has three implications. (1) Lower 
energy photons are preferentially eliminated by the attenuators, which causes the bulk of 
the lower transmission signals to be more sensitive to the higher energy part of the spec-
trum. Therefore the cross section uncertainty estimates that have just been derived are appli-
cable for roughly ⩾1 MeV. (2) Transmission signals are affected by the cross section errors 
at all the energies in the spectrum, which smears the effect of possible energy-dependent 
cross section errors and makes the assumption of energy-independent errors less problematic. 
(3)  When indications of possible energy-dependent errors are observed (as is the case for 
lead), it becomes difficult to interpret them or to include them in the error model.

Overall for the transmission dataset for energies ⩾1 MeV, the energy-independent esti-
mates of photon cross section uncertainty with 68% and 95% confidence are, respectively, 
0.6% and 0.7% for graphite, and 0.2% and 0.3% for lead. It is important to note that, despite 
the subtle details presented above, and regardless of the exact figures for each material, the 
main point that is clearly supported is that all the estimates are smaller than the current enve-
lope of uncertainty of 1–2%.
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3.2. Estimate using the literature dataset

For the dataset of literature cross section  measurements, the variation of the reduced χ2  
versus the scaling factor is shown in figure 4. For graphite (183 data points and 182 degrees of 
freedom), αmin − 1 is +0.05% and χ( )r

2
min

 is 2.2. The value of u from the graphical method is 
0.04%, and thus the 68% and 95% estimates of graphite cross section uncertainty are 0.09% 
and 0.13%, respectively. The corresponding values for lead (105 data points and 104 degrees of 
freedom) are: αmin − 1 = − 0.50%, χ =( ) 5.2r

2
min

, u = 0.10%, and the 68% and 95% estimates of 
lead cross section uncertainty are 0.60% and 0.70%, respectively. The ratios of the experimental 
data to the scaled αmin × (XCOM + IAEA) data are shown in figure 5. Unlike the transmission 
dataset, χ( )r

2
min

 values for graphite and lead (2.2 and 5.2, respectively) are much larger than 
unity, which makes it challenging to interpret the uncertainty estimates above—note that for such 
a large number of degrees of freedom, the probability of χ >( ) 1r

2
min

 being purely from statisti-
cal fluctuations in the experimental data is vanishingly small. The large χ( )r

2
min

 values could be 
because the experimental uncertainties are under-estimated and/or because of the presence of sys-
tematic energy-dependent errors in the XCOM + IAEA data. Both possibilities are explored here.

For the possibility of under-estimated experimental uncertainty, the experimental data in fig-
ure 5 show more scatter relative to what their reported uncertainties suggest, particularly for 
lead, indicating that some of the experimental uncertainties are under-estimated. To investigate 
this further, two exercises are performed on the graphite and lead datasets. In the first exercise, 
any reported experimental uncertainty less than 0.4% is raised to 0.4% before the analysis to 
determine αmin. In the second exercise, experiments with reported uncertainty of 0.4% of less 
are excluded before the analysis to determine αmin. The two exercises are repeated for a cutoff 
of 0.7% as well. For graphite, the results of the two exercises show that the value of αmin − 1 
changes by −0.25% to +0.20% around the value obtained with the original dataset (a spread 
of 0.45%). The corresponding χ( )r

2
min

 values get to slightly below unity (versus 2.2 for the 
original dataset). The spread of αmin values that leads to a value of χ( )r

2
min

 close to unity can be 
used to determine a more representative estimate of u. Given that the spread is centred around 
the original αmin value, the 95% interval (i.e. 2u) can be taken to be half the 0.45% spread (i.e. 
u = 0.11%). Therefore more representative 68% and 95% estimates of the graphite cross sec-
tion uncertainty are ∣ + 0.05∣ + 0.11 = 0.16% and ∣ + 0.05∣ + 2 × 0.11 = 0.27%, respectively. For 
lead, the results of the two exercises show that the value of αmin − 1 changes from −0.50% by 
an additional −0.80% in one direction away from unity (a spread of 0.80%). The correspond-
ing lowest χ( )r

2
min

 is 1.7 (versus 5.2 for the original dataset). Given that the spread is in only 
one side of the original αmin − 1 value, and it is further away from unity, the 95% interval (i.e. 
2u) can be taken as the full 0.80% spread (i.e. u = 0.40%). Therefore more representative 68% 
and 95% estimates of the graphite cross section uncertainty are ∣ − 0.50∣ + 0.40 = 0.90% and  
∣ − 0.50∣ + 2 × 0.40 = 1.30%, respectively.

For the possibility of energy-dependent errors in the XCOM + IAEA data, the graphite data 
in figure 5 indicate negligible energy dependence. The lead data show some energy depend-
ence with a weak positive correlation, suggesting possible deficiencies in the XCOM + IAEA 
data. Over the energy range in figure 5, it is more likely for lead to have energy-dependent 
cross section errors compared with graphite because of the larger photoelectric component 
and because the photonuclear component is relevant at much lower energies (8–20 MeV) than 
it is for graphite (>17 MeV). In figure 5(b), the variation versus energy is ∼2.5% . Applying 
a simple linear model of this variation to the XCOM  +  IAEA data (not shown) improves 

χ( )r
2

min
 from 5.2 to 3.9, but not to unity. A more elaborate energy-dependent model is dif-

ficult to establish because the trend with energy is masked by the large scatter in the experi-
mental data. Taking the 2.5% spread as the 95% interval would be overly conservative, given 
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the large scatter of the experimental data relative to the uncertainty bars, and given the level of 
agreement in the transmission dataset for lead attenuators.

Overall for the literature cross sections dataset in the energy range 100 keV to 40 MeV, the 
energy-independent estimates of photon cross section uncertainty with 68% and 95% confi-
dence are, respectively, 0.2% and 0.3% for graphite, and 0.9% and 1.3% for lead.

4. Summary and conclusions

A summary of the results from both datasets is shown in table 1. For a given element, the 
estimates are different between the two methods, which could be partly because of the energy 

Figure 5. Ratios of the photon cross sections measured in the literature to the scaled 
cross sections, αmin × (XCOM + IAEA). The XCOM + IAEA data are scaled by +0.05% 
for graphite (panel (a)) and by −0.50% for lead (panel (b)). The solid lines are linear fits 
of the ratios (weighted by the variances on the ratios) versus the logarithm of the photon 
energy. The uncertainty bars are from the experimental data only.
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Figure 4. For the literature cross section dataset, variation of the reduced χ2 when the 
XCOM + IAEA data for graphite and lead are uniformly scaled by α. χ ν/limit
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2 at the 68% confidence level for ν degrees of freedom (182 for graphite 
and 104 for lead).
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range that each dataset is sensitive to (⩾1 MeV for the transmission dataset versus 100 keV–
40 MeV for the literature dataset). The results using the transmission dataset are more con-
sistent because χ( )r

2
min

 is very close to unity without the need for uncertainty scaling. This 
indicates that the model (i.e. EGSnrc results using αmin  × (XCOM  +  IAEA) data) largely 
captures the experimental data in accord with the estimated variances (i.e. si,exp

2  and si,MC
2  in 

equation (2)). A single number is desirable as a final result, and it is taken as the average of 
the four numbers at each confidence level. This is to avoid emphasizing a specific dataset or 
element (particularly the literature data for lead cross sections where the dataset is clearly 
inconsistent, with a large χ( )r

2
min

). Therefore, the material-independent energy-independent 
estimate of photon mass attenuation coefficients is 0.5% (68% confidence) and 0.7% (95% 
confidence). This estimate applies to the XCOM + IAEA data, or to the XCOM data alone 
before the threshold of the photonuclear component for a given element. The energy range 
this estimate applies to is 100 keV to 40 MeV, although it is expected to be less conservative 
for the lower part of this energy range because of the larger contribution of the photoelectric 
component with its attendant errors—e.g. the molecular and solid state effects near absorption 
edges, and the debatable re-normalization factor that was brought back into question by the 
PTB standards laboratory (Büermann et al 2006). The weakest link in the analysis done in this 
study is the assumption of energy-independent errors. However, it is shown to be a reasonable 
assumption for the transmission dataset because the photon sources are polyenergetic. For 
the second dataset, the potential for energy-dependent errors is masked by the scatter in the 
experimental data.

Depth-dose calculations in a homogeneous water phantom are not very sensitive to 
small cross section  errors, but they are of particular interest in medical physics. Using 
the final result of this study, the effect of a 0.7% error in water cross sections  affects 
depth-dose curves at 10 cm by ∼0.6% for 60Co, and ∼0.2% for 18 MV (B Muir—personal 
communication).

The main conclusion of this study is that the uncertainty in photon mass attenuation 
coefficients in the energy range of interest to external beam radiation therapy is smaller 
than the currently used envelope of uncertainty of 1–2% . For researchers interested in 
quantifying the effect of cross section uncertainty on their dosimetric quantities of interest, 
this study suggests using 0.5% (68% confidence) and 0.7% (95% confidence) as a reason-
able estimate.
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Table 1. Estimates of photon cross section uncertainty for graphite and lead, 
assuming energy-independent errors. ν is the number of degrees of freedom.

Element

Transmission data Literature data Overall

68% 95% ν 68% 95% ν 68% 95%

Graphite 0.6% 0.7% 69 0.2% 0.3% 182 0.5% 0.7%
Lead 0.2% 0.3% 69 0.9% 1.3% 104
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