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Purpose: There are three goals for this study: (a) to perform detailed megavoltage transmission mea-
surements in order to identify the factors that affect the measurement accuracy, (b) to use the measured
data as a benchmark for the EGSnrc system in order to identify the computational limiting factors,
and (c) to provide data for others to benchmark Monte Carlo codes.

Methods: Transmission measurements are performed at the National Research Council Canada on a
research linac whose incident electron parameters are independently known. Automated transmission
measurements are made on-axis, down to a transmission value of ~1.7%, for eight beams between
10 MV (the lowest stable MV beam on the linac) and 30 MYV, using fully stopping Be, Al, and Pb
bremsstrahlung targets and no fattening filters. To diversify energy differentiation, data are acquired
for each beam using low-Z and high-Z attenuators (C and Pb) and Farmer chambers with low-Z and
high-Z buildup caps. Experimental corrections are applied for beam drifts (2%), polarity (2.5% typical
maximum, 6% extreme), ion recombination (0.2%), leakage (0.3%), and room scatter (0.8%)—the
values in parentheses are the largest corrections applied. The experimental setup and the detectors
are modeled using EGSnrc, with the newly added photonuclear attenuation included (up to a 5.6%
effect). A detailed sensitivity analysis is carried out for the measured and calculated transmission
data.

Results: The developed experimental protocol allows for transmission measurements with 0.4% un-
certainty on the smallest signals. Suggestions for accurate transmission measurements are provided.
Measurements and EGSnrc calculations agree typically within 0.2% for the sensitivity of the trans-
mission values to the detector details, to the bremsstrahlung target material, and to the incident elec-
tron energy. Direct comparison of the measured and calculated transmission data shows agreement
better than 2% for C (3.4% for the 10 MV beam) and typically better than 1% for Pb. The differences
can be explained by acceptable photon cross section changes of <0.4%.

Conclusions: Accurate transmission measurements require accounting for a number of influence
quantities which, if ignored, can collectively introduce errors larger than 10%. Accurate trans-
mission calculations require the use of the most accurate data and physics options available in
EGSnrc, particularly the more accurate bremsstrahlung angular sampling option and the newly
added modeling of photonuclear attenuation. Comparison between measurements and calculations
implies that EGSnrc is accurate within 0.2% for relative ion chamber response calculations. Photon
cross section uncertainties are the ultimate limiting factor for the accuracy of the calculated trans-
mission data (Monte Carlo or analytical). © 2012 American Association of Physicists in Medicine.
[http://dx.doi.org/10.1118/1.4745561]
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I. INTRODUCTION

In external photon beams, transmission measurements are
a valuable tool to independently extract the photon spec-
trum and the incident electron energy.! However, the problem
of extracting spectral information from transmission data is
known to be ill-posed because of the weak energy dependence
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of the attenuation coefficients at therapy energies. This makes
the accuracy of the extracted spectral information strongly
dependent on the accuracy of the measured transmission
signals (among other factors). Despite the large number of
experimental transmission measurements in the literature,
systematic investigation of influence quantities and their as-
sociated uncertainties has been either partial>~ or missing. In
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this study, detailed transmission measurements are performed
in which many influence quantities are investigated and cor-
rected for, and a detailed uncertainty budget for the mea-
sured signals is constructed. The resulting rigorous estimates
of measurement uncertainties are useful when interpreting
differences between measured and Monte Carlo-calculated
transmission data. They also lead to meaningful confidence
bounds on extracted spectral information.®

When the incident electron parameters and the setup di-
mensions are independently known, transmission measure-
ments can be a particularly sensitive primary benchmark of
Monte Carlo codes. The increased sensitivity (compared with,
e.g., depth—dose measurements) is due to the lack of volume
scatter, the extreme attenuation, and the extreme collimation,
which collectively amplify small effects that would otherwise
be averaged out. Unfortunately for typical clinical linacs the
electron parameters are not known accurately, and the head
geometry is complex. This is one of the reasons that there
are no previous studies that used megavoltage transmission
measurements to benchmark a major Monte Carlo code. In
this study, measurements are made at the National Research
Council (NRC) Canada using a Vickers research linac whose
incident electron parameters are independently known, and
whose geometry is known and simple. The measured data are
used to benchmark the EGSnrc system”® and to identify the
factors that limit the accuracy of the calculated transmission
data.

For the benchmark to be comprehensive, measurements are
made down to a transmission value of ~1.7% for a total of
eight beams in the range 10-30 MV using bremsstrahlung tar-
gets from Be to Pb. For each beam, data are acquired for low-
Z and high-Z attenuators using Farmer chambers with low-Z
and high-Z buildup caps. The use of multiple attenuators and
detectors is to maximize energy differentiation, which makes
the benchmark more rigorous. The specific beam energies
and attenuator/detector details are chosen such that the final
experimental data are suitable as input to another study® fo-
cused on the unfolding of photon spectra and incident electron
energies.

Based on the introduction above, the three goals for this
study are: (a) to perform detailed megavoltage transmission
measurements in order to identify the factors that affect the
measurement accuracy, (b) to use the measured data as a
benchmark for the EGSnrc system in order to identify the
computational limiting factors, and (c) to provide data for
others to benchmark Monte Carlo codes. The data needed for
the benchmark are available in a web report.’

II. MATERIALS AND METHODS
II.LA. The NRC Vickers research linac

The NRC Vickers research linac operates at 240 pulses per
second, 2.5 us each. It produces a horizontal pencil beam of
nearly monoenergetic electrons, typically within 10-30 MeV.
The electron energy is determined by a bending mag-
net and slit system that was calibrated using a magnetic
spectrometer.'’ The bending of the electron beam through the
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two 45° magnets eliminates photon contamination. The esti-
mated standard uncertainty on the electron energy at the exit
window is 0.4%. The electron energy spread is determined
from the physical separation of the slits, which is chosen to
optimize the two competing demands of beam stability and
narrow energy spread. The slit width used in this study leads
to an approximately Gaussian energy spread with a standard
deviation of 0.4%. The radial spread is known from detailed
radiochromic film measurements,'! and it is approximately
Gaussian with a FWHM of 1 mm at the exit window. To de-
termine the beam angular divergence, Ross et al.'! moved the
exit window downstream to allow the electron beam to drift
an additional 1 m before acquiring film measurements. Their
results indicate a small divergence, taken in this study as 0.03°
with a virtual apex at 1 m upstream of the exit window. These
electron beam parameters are used in the EGSnrc model of
the setup (Sec. ILE). The exit window is a 41.2 um Ti alloy
(4.42 g/lcm?; 90% Ti, 6% Al, and 4% V, by weight).

In this study, on-axis transmission measurements are made
for 10, 15, 20, and 30 MV beams with respective electron
energies of 10.09, 15.00/15.70, 20.28, and 30.00 MeV. The
15.70 MeV measurements are used to examine the sensitiv-
ity of transmission data to small energy changes, and are used
later® to confirm the resolving power of the transmission tech-
nique in unfolding the incident electron energy. Beams lower
than 10 MV (e.g., a 6 MV beam) are not easily attainable
on the NRC research linac due to beam instability issues.
Bremsstrahlung targets of pure Be, Al, and Pb are placed
2.1 cm downstream of the exit window and cooled by forced
air. The target thicknesses are given in Table I and they are
sufficient to fully stop the incident electrons. Shielding is
added around the targets to reduce stray radiation which con-
tributes to extracameral signals. The resulting photon spectra
are soft because of the absence of a flattening filter.

I.B. Transmission measurement setup

The transmission measurement setup is shown in Fig. 1.
The narrow-beam geometry starts with a 10.2-cm-thick Pb
collimator touching the target shielding (15.0 cm from the
exit window), with a nondiverging 1.4-cm-diameter opening.
A second 10.2-cm-thick Pb collimator is placed starting at
55.1 cm, with a nondiverging 0.77-cm-diameter opening. Ion
chamber measurements behind the second collimator indicate
that the leakage through the collimator is ~0.1% of the peak

TABLE I. Thicknesses of the bremsstrahlung targets used in this study
(£0.01 cm for Be and Al and £0.003 c¢m for Pb). The Be and Al targets are
cylindrical with 7.26 cm diameter, and the Pb targets are squares with 3.0 cm
side lengths.

Target thickness (cm)

Target Density

material (g/em?) 10 MV 15 and 15.7 MV 20 MV 30 MV
Be 1.848 - 6.31 - -
Al 2.699 2.40 3.60 431 6.60
Pb 11.35 - 0.793 1.016 -
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FI1G. 1. Top: A schematic of the transmission measurement setup (not to
scale) - (a) linac exit window, (b) bremsstrahlung target, (c) target enclosure,
(d) first collimator, (e) monitor chamber, (f) field chamber, (g) second colli-
mator, (h) attenuator, (i) third collimator, and (j) Farmer chamber fitted with a
buildup cap. Middle: The attenuator assembly - (a) graphite bars, (b) copper
benchmark rod (permanently fixed on the assembly), (c) bislide that enables
rack movement in the left—right direction, and (d) third collimator. Bottom:
(a) Lead attenuator rods and (b) copper benchmark rod.

signal for the highest MV beam. A PTW7862 monitor cham-
ber, operated at a bias of 300 V and connected to a Keith-
ley 6517A electrometer, is used to correct the transmission
signals for linac output fluctuations. The chamber consists
of four Kapton foils, 50 um thick each, two of which are
coated with graphite of negligible thickness. Its sensitive vol-
ume is a central air cylinder of diameter 9.65 cm and thickness
2.4 mm. The monitor chamber is placed between the two col-
limators (starting at 27.6 cm from the exit window), rather
than past the second collimator, to allow for a larger signal
and to minimize the variable backscatter contribution which
would depend on the presence or absence or an attenuator, and
on the attenuator material. No additional buildup material is
found to be necessary to provide a reliable monitor signal. An
NE2581 chamber with a ®°Co buildup cap is used as a field
chamber, and the “field-to-monitor” ratio is used throughout
the measurements to monitor drifts in the direction of the
beam (Sec. II.C). The field chamber is placed downstream
of the monitor chamber between the two collimators such
that it falls inside the field of the first collimator but outside
the field of the second. This makes the field chamber signal
more sensitive to the electrons in the direct field (as opposed
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to only the scatter component) without obstructing the useful
beam.

The next component downstream is the attenuators. The
low-Z attenuator used is graphite, which has similar attenua-
tion properties to water but allows for a more compact setup
and for lower positioning uncertainties. The pure C used'? is
isomolded bars of grade GM10 with a grain size of 10 um to
ensure density uniformity. The ash content is 500 ppm and it
is assumed to have typical composition (e.g., Ref. 13), which
can be broken down into elements with Z = 8§, 11, 12, 13,
14, 15, 19, 20, 22, and 26, with respective ppm of 243, 4,
15, 70, 128, 2, 4, 11, 6, and 17. For each MV beam, ten C
bar lengths are used (five for each detector) which succes-
sively reduce the signal to ~1.7% of its value without an at-
tenuator. The bar lengths are integer multiples of the smallest
length—multiples of 8.3 cm for 10 MV, 9.5 cm for 15 MV,
and 11.6 cm for 20 and 30 MV, with respective maximum bar
lengths of 83.00, 95.00, and 116.00 cm, all £0.03 cm. The
bars have a square cross section of 3.81 cm (1.5 in.) nominal
side length, with a milling tolerance of 4-0.01 in. The extreme
case of a +0.01 in. milling error in both side lengths along
the full length of a bar would introduce a mass thickness er-
ror of (1.51/1.5)> — 1 = 1.3%, which would lead to errors
of up to 4% in the smallest calculated transmission data. To
avoid this, the side lengths of each bar are fully mapped in the
two orthogonal directions using a spring-loaded digital caliper
gauge (Mitutoyo, Denmark) with a resolution of 20 um. The
data are then used for volume calculations. The mass of the
bars is measured using a scale with a resolution of 0.1 g (Sar-
torius, Germany). In Sec. IL.D it is shown that the individual
mass thicknesses of the C bars should be used in the Monte
Carlo model (rather than the combination of average density
and physical lengths). The uncertainty on the individual mass
thicknesses is typically 0.07%. The average density (although
not used) is 1.728 g/cm? with a sample deviation of 0.4%.

The high-Z attenuators are pure Pb rods'* with maximum
impurity of 500 ppm. The typical elemental impurities stated
by the supplier are Z = 12, 22, 26, 29, 47, 48, 50, and 83
with respective ppm of 1, 5, 2, 20, 20, 2, 70, and 100. Sim-
ilar to C, ten lengths are used (five per detector) to succes-
sively reduce the signal to ~1.7% of its value without an
attenuator. The rod lengths are multiples of 0.75 cm for 10
and 15 MYV, 0.70 cm for 20 MV, and 0.65 cm for 30 MV,
with respective maximum rod lengths of 7.510, 7.000, and
6.510 cm, all £0.005 cm (note that for a given transmission
value, higher MV beams require shorter lengths because the
Pb attenuation coefficient has a minimum at ~2.5 MeV). The
rods have a diameter of 1.900 £ 0.001 cm. Unlike C, it is
found more accurate for Pb to use the combination of average
density and physical lengths because of minor irregularities
in the rods (from dents, sagging, etc.). The average density
used for all rods is 11.290 g/cm?®, with a sample deviation of
0.15%.

A linear translation system was built to automate the
movement of the attenuators. Its base is a motorized Velmex
bislide, placed perpendicular to the beam axis. It has a
travel of 50.8 cm, and a positioning resolution of 5 um
(200 steps/mm). The base drives a custom Al support rack
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that has attenuator slots with center-to-center separation of
5 cm. The attenuators are held using multiple small plates
with screws that attach to the rack. The additional scatter
caused by the translation system and the side attenuators is
negligible (Sec. II.C.9). The translation system significantly
reduces the overhead time during data acquisition, facilitates
more randomized repeats, reduces positioning uncertainties,
and reduces the uncertainties from beam instability because
beam interruption is reduced by a factor of six. The plane
of the front surface of the attenuators is placed at 95.1 cm
from the exit window (comparable to a clinical linac isocen-
ter). When the longest C and Pb attenuators are placed in the
radiation beam, lateral beam scans downstream did not ex-
hibit any profile horns, confirming that the radiation beam is
fully intercepted at the back end of the longest attenuators.

A pure Cu rod of length 2.7 cm and diameter 2.5 cm is
permanently fixed in the middle of the translation system. The
transmission signal using the Cu rod is acquired many times
between the different measurements for a given rack of C or
Pb. The “Cu-to-monitor” ratio has two important uses: short-
term second-order corrections for drifts in the beam direction
(Sec. II.C.4), and long-term monitoring of the stability of the
energy of the electron beam (Sec. I11.D.2).

Past the attenuator assembly, a third Pb collimator is
placed starting at 276.5 cm from the linac exit window. It
is 15.3-cm thick, with a nondiverging opening diameter of
2.93 cm (a cone half-angle of 0.29°). It extends ~15 cm lat-
erally to reduce large-angle scatter into the detector and to
reduce cable irradiation which leads to extracameral charge
collection.

Transmission signals are acquired using reference-class
Farmer chambers. Compared with other detectors previ-
ously used, reference-class chambers have a better estab-
lished history in photon beams (compared with, e.g., parallel-
plate chambers'®), good reproducibility (compared with, e.g.,
microchambers'®), very small and quantifiable dose-rate de-
pendence (compared with, e.g., diodes!”), and dimensions
that are suitable for better narrow-beam geometry (compared
with, e.g., larger spherical chambers®'®). The main cham-
ber used is a 0.6 cc Exradin A19, operating at £300 V and
connected to a Keithley 6517A electrometer. A PTW30013
Farmer chamber is used for specific tests (described below).
The chamber center is placed 7 cm downstream from the
third collimator. The radiation beam covers the 2.5 cm ac-
tive length of the chamber to avoid partial-volume irradiation
uncertainties. The chamber is mounted on a motorized linear
translator perpendicular to the beam axis to allow for profile
scans as well as on-axis transmission measurements. The ra-
diation beam enters the chamber from its side because head-
on irradiation used in some previous studies> '°-> introduces
unnecessary radiation-induced cable leakage and makes the
Monte Carlo-calculated transmission data more sensitive to
the chamber details (particularly the stem).

The two main buildup caps used with the Farmer chambers
are made of, respectively, polymethylmethacrylate (PMMA)
and a W-alloy (90% W, 5% Ni, and 5% Cu). A third pure Al
cap is used for specific tests (described below). The caps have
wall thicknesses roughly equal to the CSDA range of 10 MeV
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electrons in their respective materials. The same caps are used
for all MV beams to reduce the number of variables in the
experiment. For a given MV beam and a given attenuator, the
attenuator lengths used with the W-alloy cap are the multiples
2,4, 6,8, and 10 of the smallest length, while the multiples 1,
3,5,7, and 9 are used with the PMMA (or Al) cap.

The setup is aligned to a laser beam. Overall, the setup
dimensions and the alignment are known with sub-mm accu-
racy. Temperature is recorded at the locations of the monitor
and Farmer chambers to ensure that there is no differential
temperature effect between the two locations (e.g., due to heat
convection from the target). Pressure and humidity are also
monitored. The experiment is automated and computer con-
trolled using NRC software, including the movement of the
attenuator rack and the data acquisition from the three cham-
bers (monitor, field, and Farmer) and from other sensors. Each
component is individually commissioned at the beginning of
the experiment. The automated measurements are monitored
with a CCTV system.

Il.C. Data acquisition and experimental corrections
Il.C.1. Equilibration

Irradiation during the initial daily setup reduces linac
warmup effects and Farmer chamber settling effects.”® Set-
tling/warmup effects for the electrometers are avoided by
keeping them always ON and biased.

Il.C.2. Steering

The extended dimensions of the setup and the high de-
gree of collimation amplify small steering issues. Therefore, a
PTW Starcheck 2D ion-chamber array (3 mm resolution) with
a 2.5-cm-thick PMMA buildup plate is periodically placed
in front of the third collimator to check the steering. If nec-
essary, the beam is manually steered until its peak aligns
with the laser, with more emphasis on horizontal steering
in the direction of the chamber diameter. Farmer chamber
scans behind the third collimator are used to confirm profile
symmetry, typically within 0.3 mm (resteering if necessary).
Figure 2 shows an example of the measured beam profiles.

T

1.00F 30 MV, Altarget =

PTW30013
E

075

0.50 -

relative chamber response

0.00
-2

0
off-axis distance / cm

FIG. 2. Horizontal beam profiles in the absence of an attenuator. Solid line:
past the first two collimators at the location of the upstream surface of the
attenuator (95.1 cm from the linac exit window). Dashed line: past the third
collimator at the location of acquisition of the transmission signal (298.8 cm
from the linac exit window). The profiles for other MV beams and targets are
similar.
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Il.C.3. Typical measurement protocol and parameters

Measurements are made with the four possible
attenuator/buildup-cap combinations (C/W-alloy, C/PMMA,
Pb/W-alloy, and Pb/PMMA). The five attenuator lengths
for a given attenuator/cap combination are placed on the
translation system in random order to reduce bias from
slow drifts in the direction of the beam. One data point
is acquired per attenuator length, plus one data point with
no attenuator and one with the Cu rod for a total of seven
points. The process is repeated for the whole rack 4-8 times
to characterize short-term repeatability. This sequence (as
opposed to successive data acquisition for each attenuator
length before moving to the next) further reduces bias from
beam drifts. Measurements are repeated with the Farmer
chamber polarity reversed. To characterize long-term re-
peatability, measurements for different beams and targets
were repeated intermittently over 15 months. The 15 MV
beam has the largest number of long-term repeats (up to five
long-term repeats per target per polarity over a year). Several
of the sets measured with the PMMA cap are repeated with
the Al cap, and a few of the sets measured with the A19
chamber are repeated with the PTW30013 chamber. These
additional data are used to test the relative detector response
calculations with EGSnrc, and they are used later® to test the
detector-independence of the unfolded photon spectra.

Charge integration times varied from 5 s for the air sig-
nal to 60 s for the signal with the longest attenuators, leading
to data acquisition time of <30 min per attenuator rack per
polarity. The chosen integration times are short enough to al-
low for short-term beam instabilities to be identified by the
field-to-monitor ratio and eliminated (instead of being aver-
aged out with increased signal fluctuations). Linearity of the
signal with integration time was established. The uncertainty
component for repeatability is not reduced with further in-
crease in integration times.

The monitor chamber currents are ~5 to 20 nA going from
10 to 30 MV, while the field chamber currents are ~50 times
smaller. The Farmer chamber currents with the W-alloy cap
and with no attenuator present are ~50 to 250 pA going from
10 to 30 MV. These currents correspond to a dose rate to wa-
ter of ~15 to 80 cGy/min if the bare chamber were in a wa-
ter phantom. With the longest attenuators, the Farmer cham-
ber currents are ~60 times lower than the currents with no
attenuators. When the PMMA cap is used, the currents are
roughly 60% of those with the W-alloy cap. Attempts to in-
crease the beam currents for lower MV beams to offset the
lower bremsstrahlung yield were limited by poorer beam con-
trol and excessive target heating.

Il.C.4. Data normalization and drift corrections

For a given attenuator rack, the temporal variation of the
field-to-monitor chamber ratio exhibits one of the following
four patterns. (a) A sharp change in the ratio, indicating a
large temporary drift in the direction of the beam. The data
during this unstable period are excluded during averaging.
An example is shown by the solid line in Fig. 3(a), where
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FIG. 3. The use of the field-to-monitor ratio (solid lines with no symbols)
and the Cu-to-monitor ratio (dashed lines with filled circles) in various sit-
uations to monitor and correct for linac beam instabilities. The scales of the
ordinates in all panels are the same to make clear the differences in the four
temporal patterns. See Sec. I1.C.4 for details.

a sudden 1% drop in the ratio is seen around minute 4. This
emphasizes the importance of reasonably short charge inte-
gration times, as discussed above. No universal threshold for
data rejection is applied because the threshold depends on
the overall temporal behavior of the field-to-monitor ratio for
a given beam at a given time period. (b) A mostly smooth
change in the ratio, which indicates a slow drift in the direc-
tion of the beam that affects the field chamber signal but is
not recognized by the monitor chamber due to its large sen-
sitive volume. In this case, the Cu-to-monitor ratio is used to
correct the Farmer-to-monitor signal for these second-order
drifts, with linear interpolation in time between the sparse
Cu-to-monitor data. An example is shown in Fig. 3(b), where
the Cu-to-monitor ratio exhibits a temporal pattern similar to
the field-to-monitor ratio, indicating that the Cu-to-monitor
ratio can reliably correct for the drift. As Fig. 3 shows, the
field-to-monitor ratio is too noisy to be used for the drift cor-
rection, and it is only used for qualitative analysis and data
rejection. (c) Small random changes in the field-to-monitor
ratio, which is the ideal situation since it indicates negligible
beam drifts—e.g., the £0.25% in Fig. 3(c). In such a case the
Cu-to-monitor correction is neither useful nor needed. (d) A
slow change in the field-to-monitor ratio superposed on large
fluctuations [Fig. 3(d)]. In this case, the correction using the
Cu-to-monitor signal accounts for part of the drift, and the
rest of the fluctuations increase the measurement uncertainty.
Overall, the magnitude of the correction for beam drifts using
the Cu-to-monitor ratio is <2%.

For the 10 MV beam, transmission signals are twice as
noisy as other beams. The noise is largely independent of the
signal size (unlike other beams where the noise is larger for
smaller signals. Also, the variations in the field-to-monitor ra-
tio are larger and less smooth [e.g., Fig. 3(d)]. This indicates
beam instability issues, rather than signal-to-noise issues, and
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thus cannot be addressed by increasing the beam current or
the charge integration times.

Il.C.5. Leakage

Leakage is the signal in the absence of the radiation beam
for the combined system of the Farmer chamber + extension
cable 4+ electrometer. In an initial setup, leakage from a 50 m
cable made ~50% of the total leakage (1.3% for the small-
est signals). Therefore, the electrometer was moved inside the
linac room, shielded, and connected to the chamber using a
short cable to reduce the leakage to sub-fA 1 fA. The im-
proved uncertainty on transmission signals due to leakage is
<0.3%. Leakage is found to not be affected by turning ON or
OFF the RF systems (with the radiation beam absent in both
cases).

I.C.6. Polarity effects

It is difficult to identify the sources of the polarity ef-
fects. Strictly speaking, the polarity correction in this study,
Py, is an “apparent relative” correction: “apparent” because
it is assumed to include all extracameral effects and radiation-
induced leakage, and “relative” because it is determined for
the Farmer chamber signals after normalization to the respec-
tive monitor signals and after the drift correction by the Cu-
to-monitor ratio. The assumption made is that the causes of
polarity cancel out when the absolute signals with the two
opposite polarities are averaged. For all transmission data
in this study, measurements are made at both polarities for
the Farmer chamber (£300 V). A five-minute waiting period
is applied after polarity reversal to ensure that the chamber
reached its equilibrium, because polarity cycling induces the
worst settling behavior.* The good shielding in front of the
stem of the Farmer chamber suggests that most of the correc-
tion is due to cable effects, rather than stem effects.

Figure 4 shows examples of the measured Py, defined as
in the AAPM TG51 protocol,?* with the negative signal as the
reference. The following observations can be made based on
the full P, data (not only those in Fig. 4). The value of Py
is typically unity within 2.5%, but it can be as large as 6%
for the smallest signals. The increase in Py as the transmis-
sion signal decreases is because the extracameral effects are
independent of the main signal size, and thus make a larger
fraction of the smaller signals. Figure 4(a) shows that repeat
measurements at different times give different P,y values,
which is due to minor changes in the setup such as cable po-
sitions and shielding details. However, the polarity-corrected
signals (before normalization to the air signal) agree with each
other to ~0.15% (above the typical uncertainty from repeata-
bility). This can be taken as confirmation of the accuracy of
the applied polarity correction. The air signals with no atten-
uator (i.e., a transmission of unity) are the closest to typical
clinical dose rates. For these signals, Py values are consis-
tent with TG51 recommendations®* (i.e., unity within 0.3%),
and they do not exhibit clear MV-dependence, in accord with
previous studies.!®2% For the Ppo1 values versus transmission,
no conclusive evidence of MV-dependence is found, although
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Fig. 4(a) versus Fig. 4(b) seemingly suggests otherwise. For
some beams [e.g., the 20 MV beam in Fig. 4(b)], Py, de-
pends on the bremsstrahlung target material. However, no
clear mechanism is found to explain such clear target depen-
dence, particularly that it is not the case for all MV beams.
The value of Py, is larger for the PMMA cap compared with
the W-alloy cap [e.g., Fig. 4(b)], which could be caused by
the smaller signal with the PMMA cap and/or by more scat-
ter from the cap into the cables. There is only a very subtle
increase in Py for the C attenuators compared with the Pb
[e.g., Fig. 4(b)]. For the PTW30013 chamber, the magnitude
of Py values and their variation with transmission are differ-
ent from those for the A19 chamber (not shown). The obser-
vations above collectively underline that the polarity correc-
tion is non-negligible and that it is sensitive to minor detector
and setup details and should thus always be measured for the
exact setup used.

II.C.7. lon recombination

Py, is investigated because charge collection efficiency
varies with dose rate, which changes by a factor of ~60 in
a transmission curve. The correction is determined using the
approach of McEwen.'® The correction for the most extreme
case (30 MV beam and a W-alloy cap) varies from 0.18%
to 0.07% going from the largest to the smallest transmission
signals. Therefore, the maximum differential effect of ion re-
combination is only 0.11%.
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II.C.8. Room scatter

Room scatter is the corrected Farmer chamber signal when
the radiation beam is ON but completely blocked. Unlike
the polarity effect, room scatter contributes to the cavity
ionization, rather than to the cable signal. It is experimen-
tally determined using the shadow-cone technique whereby a
40-cm-long Pb rod is placed at 95.1 cm from the exit win-
dow to attenuate the photon beam by many orders of magni-
tude, and the Farmer chamber signal is acquired at the far end.
Measurements are made for different MV beams at both po-
larities and with the A19 and the PTW30013 chambers. The
signals are corrected by Pyo and Pio,. Room scatter is found
to be 0.8% of the smallest signal for the 30 MV beam, and
much smaller for lower MV beams. Its magnitude is largely
chamber-independent.

1l.C.9. Apparatus scatter

The effect of the apparatus components that are not part
of the Monte Carlo model is investigated here. These compo-
nents are the side attenuators, the table holding the setup, and
the Al support rack. For side attenuators, comparisons of the
measured signals for a given bar with and without various side
attenuator configurations show that their contribution is neg-
ligible. Also, the permanent Cu rod experiences different side
attenuators in different racks, and its signal remains constant
within repeatability. For table scatter, the effect is investigated
for different MV beams and attenuators by adding a large alu-
minum plate on top of the attenuator rack to mirror the table
effect, and no signal increase is observed. For the Al support
rack, transmission signals measured with and without the rack
are the same within repeatability. EGSnrc sensitivity studies
indicate that the combined scatter from the three components
is <0.01% of the smallest transmission values.

1I.C.10. Lower transmission cutoff

When data are acquired for transmission signals <1% by
using a sixth, longer attenuator, both the magnitude and the
uncertainty of the corrections above significantly increase.
Therefore, those extra points are not included in the analysis.

Il.C.11. Data processing

Based on the details above, the following sequence of
processing the raw signals is individually applied for each
MV /target/attenuator/detector combination. (a) The data ac-
quired during short-term beam instabilities are identified and
excluded. (b) The Farmer signals are normalized to their re-
spective monitor chamber signals. (c¢) Drift corrections are ap-
plied using the Cu-to-monitor ratio. (d) Short-term repeats for
a given polarity are averaged for the drift-corrected signals.
(e) Polarity and ion recombination corrections are applied.
(f) The corrected room scatter signal is subtracted from the
corrected Farmer chamber signals. (g) Long-term repeats of
the corrected Farmer chamber signals are averaged. (h) The
averaged data are normalized to the air signal to obtain a fully
corrected transmission curve.
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I.D. Experimental uncertainty budget and influence
quantities

The experimental uncertainty budget, derived according to
The ISO Guide on Uncertainty in Measurement,?® is given in
Table II.

11.D.1. Short-term beam drifts, P,o and leakage

The conservative approach adopted is to assume that the
three components are not correlated and can be added in
quadrature. The first two components are evaluated by cal-
culating the statistical uncertainty of short-term repeats for
polarity-corrected signals, then assuming that Lz of that un-
certainty is due to beam drifts that have not been fully ac-
counted for, and the other \/% is due to the uncertainty on the
polarity correction. For instance, for the 10 MV beam and
the smallest signals, the uncertainty for short-term repeats is
0.35%, therefore an uncertainty of 0.35//2 = 0.25% is as-
signed to both short-term beam drifts and polarity, as seen in
Table II. For the 10 MV beam, the drift and polarity uncertain-
ties are roughly twice those for other beams, and they are less
dependent on the signal size. This is reflective of the beam
instability issues discussed earlier for that beam.

I.D.2. Long-term repeatability

This component characterizes the stability of the electron
beam energy, and it indicates changes on in addition to the
short-term ones. The air-to-Cu signal was monitored for the
15 MV beam for a year and was found to be constant within
0.1%. This is a confirmation that the incident electron energy
has not changed, and it is another important use of the Cu sig-
nal. The klystron had to be replaced during the course of the
measurements, and excellent long-term repeatability was still
achieved, which provides confidence in the values assigned to
this component. For the 10 MV beam, the value for this com-
ponent is obtained through detailed stability investigation of
the largest signal, which indicates that the standard deviation
of a series of means is 0.2% larger than the standard uncer-
tainty on the full data.

11.D.3. Attenuator mass thickness

For C, when transmission data are acquired for differ-
ent bar combinations that add up to the same physical
length, variations of up to 1.2% are observed. When EGSnrc
calculations for these bar combinations are performed us-
ing their individual mass thicknesses, the relative varia-
tions in the EGSnrc-calculated transmission data exquisitely
matched the experimental observations within 0.1% above
repeatability. This indicates that the individual mass thick-
nesses should be used in the Monte Carlo calculations. The
0.1% level of agreement just mentioned is taken as the un-
certainty component from mass thickness variations that are
unaccounted for. For Pb, the uncertainty comes from using the
average density due to minor irregularities in the rods.
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TABLE II. The uncertainty budget for the experimental transmission data, Texp. Values are given for one relative standard uncertainty, u. Some components are
beam-specific, thus the components for the 10 MV beam are presented separately. The leakage component is estimated by statistical means (Type A), while
all others are estimated by nonstatistical means (Type B). For the corrections listed, the u values are not the magnitudes of these corrections but rather the
uncertainties on 7exp caused by the uncertainties on these applied corrections. The total uncertainty is obtained by adding its components in quadrature.

u (%) for Texp: ~1 — ~0.017

10 MV

15, 20 and 30 MV

Uncertainty component C attenuator

Pb attenuator C attenuator Pb attenuator

Linac and detection system

Short-term beam drifts 0.2 — 0.25
Pyol 0.2 — 0.25
Leakage 0.003 — 0.3
Long-term repeatability 02— 0.2
Pion (Ref. 16) 0.03
Monitor chamber stability® 0.1
Electrometer nonlinearity 0.05
Attenuators

Mass thickness 0.1
Density nonuniformity 0.1
Impurities 0.05
Incident electron beam

Mean energy 0.15 — 0.67
Radial spread 0.15
Divergence 0.1
Total uncertainty

Without u of the electron beam 0.41 — 0.55
With u of the electron beam 0.47 — 0.88

02— 025 0.07 — 0.15 0.07 — 0.15
02— 0.25 0.07 — 0.15 0.07 — 0.15
0.003 — 0.3 0.001 — 0.1 0.001 — 0.1
02—02 0.1 - 0.15 0.1 - 0.15

0.03 0.03 0.03

0.1 0.1 0.1

0.05 0.05 0.05

0.15 0.1 0.15

0.0 0.1 0.0

0.02 0.05 0.02
~0.05 0.1 > 05 0.01 - 0.2

0.15 0.15 0.15

0.1 0.1 0.1
0.41 — 0.55 0.26 — 0.35 0.26 — 0.35
0.45 — 0.58 0.33 — 0.64 031 — 0.44

2The corresponding component for the Farmer chamber is negligible (Ref. 16).

1l.D.4. Attenuator density nonuniformity

For C, its manufacturing method (isomolding) and its very
fine grain size (10 xm) suggest excellent density uniformity.
CT scans of the bars did not indicate any bores or patterns, and
suggested a 0.5% estimate of density nonuniformity. A better
estimate using the CT data was precluded by the imaging and
reconstruction artefacts. To supplement the CT results, trans-
mission measurements for a few bars are compared with and
without the bars rotated in the orthogonal and longitudinal
directions. This allows the radiation beam cone to sample dif-
ferent portions of the bars. Variations at the 0.1% level above
repeatability are observed, which is taken as the uncertainty
component for density nonuniformity. For Pb, this component
is negligible.

II.D.5. Attenuator impurities

The effect of reasonable variations in impurities is calcu-
lated deterministically' using point-source spectra of different
MYV beams. The uncertainty is larger for C attenuators than it
is for Pb because the ash content is “assumed” rather than
“supplied.”

II.D.6. Incident electron beam parameters

The uncertainty components from the incident electron
beam are investigated because this study is a primary bench-
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mark. The total uncertainty is given without and with these
components because they are not known for typical clinical
beams and thus would not be part of an uncertainty budget of
transmission measurements on a typical clinical linac. For the
mean energy, EGSnrc calculations are performed with mean
energies both at the actual bending magnet values and at val-
ues one standard deviation (0.4%) larger. The effect on the
calculated transmission values is much larger with the C atten-
uators than it is with Pb (the reason is discussed in Sec. I11.A),
and it is the largest component in the uncertainty budget
for C. The uncertainty component from the focal spot size is
estimated from the difference in EGSnrc calculations when
the FWHM of the radial spread is changed from 1 to 2 mm
(both values are noted in Ref. 11).

Il.D.7. Positioning and alignment

To investigate the uncertainty component related to posi-
tioning, transmission signals are measured with C and Pb at-
tenuators shifted laterally continuously in sub-mm intervals.
Given the lateral dimensions and the physical extent of the
attenuators of both materials, experimental transmission sig-
nals did not change for shifts up to 5 and 2 mm for C and Pb,
respectively. Offsetting the Farmer chamber position in the
vertical direction within 1.5 mm did not show any differen-
tial effect, both experimentally and in EGSnrc simulations.
Therefore, attenuator and detector positioning uncertainties
are assumed negligible. For the uncertainty component due to
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misalignment, transmission measurements after repeated re-
installation of the three collimators show that this component
is negligible.

II.D.8. Other influence quantities

(a) The potential charge storage®’ in the large insulating
PMMA cap is investigated experimentally by comparing re-
peats at the end of a day or a week of heavy irradiation against
those with fresh irradiation. The effect is found to be negligi-
ble. (b) Since the two buildup caps used have different phys-
ical dimensions, the difference in the spectra seen by the two
caps is investigated using EGSnrc and found to be negligible.
(c) Since the clinically useful primary spectrum is the one at
the machine isocenter rather than the one at the chamber loca-
tion at ~3 m, the primary photons at the isocenter that do not
reach the detector because of their larger divergence angle are
investigated using EGSnrc and their effect on the spectrum
is found to be negligible.

ILE. Monte Carlo modeling

BEAMnrc (Refs. 28 and 29) is used to model the mea-
surement setup from the linac exit window to the downstream
end of the third collimator. Target dimensions are those from
Table 1. The incident electron parameters are those from
Sec. I1I.A. Based on the discussions in Secs. II.B and I1.D.3,
the individual mass thicknesses of the C attenuators are used,
while the average density and the physical lengths of the
Pb attenuators are used. The attenuator impurities listed in
Sec II.B are included. The monitor chamber is modeled from
its blueprints. BEAMnrc simulation efficiency is improved
using directional bremsstrahlung splitting (DBS) (Ref. 30)
with a splitting field diameter of 6 cm at the bottom of the
third collimator. Using a smaller splitting field makes “fat”
particles play a significant role, and eliminating them leads to
errors up to 0.8% in the calculated transmission values. In
addition to DBS, photons are split at the upstream face of
the attenuator. As the attenuator length increases, the split-
ting number is increased exponentially to compensate for the
exponential signal reduction. This additional splitting reduces
the disparity in simulation efficiency over the factor of ~60
signal change.

The usercode cavity (Ref. 31) is used to model the
Farmer chambers (Exradin A19 and PTW30013) from their
blueprints.’> BEAMnrc is used as a shared library input to
cavity to eliminate the need for phase-space storage and
for particle recycling. This means that the detector energy re-
sponse is folded into the calculated transmission data. Doses
to the cavity of the chamber are calculated to ~0.15% statis-
tical uncertainty.

The most-accurate low- and high-energy physics options
available in EGSnrc are used in all simulations. This has
to be done because the extended dimensions (~3 m), the ex-
treme attenuation, and the extreme collimation strongly am-
plify what would otherwise be small physics effects. For in-
stance, Rayleigh scattering is commonly known to be relevant
only for low energies. However, our EGSnrc simulations for
10 MV (the lowest MV, with 1.5 MeV mean photon energy)
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and for Pb between ~8 and ~25 MeV.

show that ignoring Rayleigh scattering with Pb attenuators
leads to errors up to 2% in the smallest transmission data.
Other second-order effects that are turned ON are incoherent
scattering corrections (binding effects, radiative corrections,
and double Compton), electron—electron bremsstrahlung in
the target, electron impact ionization,> and explicit triplet
(i.e., incoherent pair) production. The photon energy cutoff
is 10 keV. For our transmission analysis studies, we imple-
mented into EGSnrc a fine-resolution version of the NIST
XCOM photon cross sections, and this version is used through-
out this study.

Photonuclear cross sections have a resonance from a few
MeV to tens of MeV (depending on the isotope), and they
contribute a few percent to the total photon cross sections.®
Recently, EGSnrc has been upgraded?® for our transmission
analysis studies to model photonuclear attenuation (without
modeling secondary particles). In the current study, EGSnrc
calculations have photonuclear attenuation ON everywhere
except in the chamber. Figure 5 shows that ignoring the pho-
tonuclear effect only in the attenuators leads to errors in the
calculated transmission data of up to 5.2%. In addition, pho-
tonuclear cross sections vary strongly with energy for the Be,
Al, and Pb targets and for other materials in the path of the
photon beam. Ignoring the photonuclear effect in the target
and other materials leads to small spectral differences at the
detector location, which leads to additional errors up to 0.4%
in the EGSnrc-calculated transmission data. Therefore, for
the photon beams of this study, the total photonuclear effect is
<5.6% for transmission values >1.7%, and it would be larger
for smaller transmission values.

The EGSnrc-calculated transmission data are found to be
particularly sensitive to the choice of the bremsstrahlung an-
gular sampling option. EGSnrc offers two sampling options:
KM and Simple. The KM option is a modification of the
2BS formula from Koch and Motz.?’ It offers a compromise
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FIG. 6. The effect of using the different bremsstrahlung angular
sampling options offered in EGSnrc (KM and Simple) on the calculated
transmission, 7. The 15 MV beam is typical of others.

between relaxing the extreme-relativistic and the small-angle
approximations on one hand, and accounting for the nuclear
screening effect on the other hand. The Simple option uses
only the leading term of the KM option for faster sampling.
The Simple option is more widely used than the KM op-
tion because it leads to large gains in simulation efficiency
with DBS.?° It is not immediately obvious which of the two
options is more accurate because the underlying assumptions
are not strictly satisfied for either of them. Figure 6 shows the
effect of the angular sampling options on the calculated trans-
mission. The effect is because after sampling the energy of
a bremsstrahlung photon, the different energy-angle formu-
lae that are used to sample the emission angle lead to slightly
different spectra seen by the Farmer chamber due to the high
degree of collimation. The effect generally increases with the
atomic number of the target and can be up to 5%. For a given
mass thickness, the effect depends on the material of the atten-
uator (e.g., C compared with Pb). The variation of the effect
with beam energy is small (not shown). An important obser-
vation is that the absolute cavity doses (i.e., before normal-
ization to the cavity dose with no attenuator) when using the
two sampling options differ by up to 16%, 9%, and 4% for the
Be, Al and Pb targets, respectively. A related observation is
that in the previous Nal measurements of photon spectra on
the same linac, the absolute EGSnrc yield calculations®® on
the beam axis using the KM option were within the 5% exper-
imental uncertainties of the Nal measurements (Figs. 5 and
6 in Ref. 38). Combining these two observations, it can be
concluded that for on-axis yields the KM option is more accu-
rate. Therefore, the KM option is used throughout this study.
This worsens the simulation efficiency by up to a factor of
2.6—although if there were a flattening filter it would worsen
the efficiency significantly more. A typical calculation, not
optimized for efficiency, takes of the order of a few tens of
hours on a single 3.6 GHz CPU core. Finally, it is difficult to
use only the comparison between the measured and calculated
transmission data of this study to draw a conclusion regarding
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TABLE III. Same as Table II but for the EGSnrc-calculated transmission
data, Tggsnrc- The Monte Carlo statistical uncertainty is Type A and the other
components are Type B.

Uncertainty component u (%)
Statistical uncertainty 0.15
Detector energy response 0.15
EGSnrc (Fano test) (Ref. 44) 0.1

W /e variation with energy 0.1
Bremsstrahlung energy-angle distributions Not included
Cross sections Not included
Total 0.25

the accuracy of the KM and Simple options. This is because
cross section uncertainties are amplified by the strong attenu-
ation in a transmission curve, which complicates the analysis.

The uncertainty budget for the EGSnrc-calculated trans-
mission data is given in Table IIl. The uncertainty from the
detector energy response (which is folded into the calcu-
lated transmission data) is deduced from the level of agree-
ment between measurements and EGSnrc calculations for
the relative Farmer chamber response (Sec. III.A). The upper
bound estimate on the variation of W/e from *°Co to 25 MV
is 0.25% (68% confidence).” Applying this to the range of
spectral variation versus transmission gives an uncertainty of
~0.1%. From the large effects shown above when using dif-
ferent bremsstrahlung angular sampling options, it can be ex-
trapolated that the accuracy of even the more accurate energy-
angle distribution will have an effect on the calculated trans-
mission data, but this is beyond the scope of this study. Ge-
ometric uncertainties are considered part of the experimental
uncertainty budget (Sec. I[.D), and they are not included in
the Monte Carlo budget to avoid double counting.

lll. RESULTS AND DISCUSSION

llLA. Sensitivity of transmission data
(relative comparisons)

Figure 7 shows comparisons between measurements and
EGSnrc calculations of the sensitivity of transmission data
to a number of small changes in the experimental setup and in
the operating parameters. The uncertainty on a given ratio is
smaller than that on its components because many correlated
Type B uncertainties (e.g., those due to cross sections) cancel
out. Overall, excellent agreement between measurements and
calculations is obtained. The data suggest that, on average,
EGSnrc is accurate for relative ion chamber response calcu-
lations at the 0.2% level. This supplements previous experi-
mental validations at low energies***! and at high energies.*?

In Fig. 7(a), the large variation (~13%) in transmission
for a relatively small change in the atomic number of the
buildup cap material underlines the importance of accurate
detector response modeling in transmission analysis to avoid
significant errors in the unfolded spectra.! The agreement in
Fig. 7(a) for the relative effect of the buildup cap is an in-
direct validation of the EGSnrc-calculated detector energy
response with these caps.' The level of agreement in Fig. 7(a)
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is used to deduce an uncertainty component in Table III for
the detector energy response.

Figure 7(b) shows that even for similar Farmer-class 0.6 cc
chambers and the same buildup cap, transmission data are
sensitive to the detector construction details, which indicates
the importance of modeling such details. Given that the range
of variation of transmission in Fig. 7(b) is only 1%, the abil-
ity of EGSnrc calculations to accurately model that change
is remarkable.

Figure 7(c) demonstrates the sensitivity to the target ma-
terial and the ability of EGSnrc to model it. The behavior
is case-specific because of the interplay between the spectral
shapes from the different targets, the detector energy response
with different caps, and the energy dependence of the atten-
uation coefficient for different attenuators. For instance, the
same four curves but for the 15 MV beam are all above unity.

Figure 7(d) shows that a 4.7% change in the incident elec-
tron energy leads to a ~7% change in transmission for C
attenuators. This is consistent with the uncertainty budget,
where a ~0.5% change is observed for a 0.4% change in
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the electron energy. The smaller effect with Pb attenuators
(~2%) should not be misinterpreted as lack of energy sensi-
tivity. Rather, it is because the Pb attenuation coefficient has
a minimum at ~2.5 MeV. Therefore, even though the trans-
mission values do not change significantly with energy, the
contribution to them from photons at different energies does.
The overall sensitivity to small energy changes is useful for
accurate spectral unfolding.®

lll.B. Direct comparisons of transmission data

Direct comparisons between the measured and the calcu-
lated transmission data are shown in Fig. 8. Unlike the relative
comparisons of Fig. 7, the comparisons here are affected by
all the experimental and the Monte Carlo uncertainty com-
ponents, in addition to cross section uncertainties. The over-
all agreement is excellent for a reduction in transmission by
a factor of ~60, particularly that there is no tuning in the
EGSnrc model. For C attenuators, the agreement is better
than 2% for all beams except for the 10 MV beam, which is
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20 MV/Al (A), 20 MV/Pb (v), and 30 MV/AI (x). The 1o uncertainty bars are obtained by adding in quadrature the totals of the uncertainty budgets for
Texp (Table II, including the components due to electron beam uncertainties) and Tggsnrc (Table III). Photon cross section uncertainties are not included.

better than 3.4%. For Pb attenuators, the agreement is typi-
cally better than 1%.

For the photon energies relevant to the current study,
Hubbell*? gave a rough “envelope of uncertainty” of 1% —
2 % on photon cross sections (not including the effect of ig-
noring the photonuclear component). For the current study,
uniformly scaling the XCOM photon cross sections used in the
EGSnrc calculations by values within +0.4% of unity makes
the majority of the data in Fig. 8 agree with unity within
the uncertainty bars. Based on this observation and the level
of detail presented earlier for both the experimental and the
Monte Carlo aspects, it is plausible to attribute the discrep-
ancies beyond the uncertainty bars in Fig. 8 to cross section
uncertainties.

Although cross section uncertainties alone are enough
to explain the small discrepancies in Fig. 8, other possible
explanations are explored here, but they are extremely dif-
ficult to verify because cross-section induced errors are not
known accurately. Figure 8 shows that the agreement wors-
ens for smaller transmission values, which is obvious for C
and more subtle for Pb. This trend is characteristic of a cross
section effect, but can also be due to other effects that make
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a larger fraction of smaller transmission values (similar to the
effects of Py, or the attenuator mass thickness that are al-
ready accounted for). For C attenuators, EGSnrc results are
always larger than experiment, which is reassuring that it is
unlikely to be due to additional scatter effects that are unac-
counted for (because they would have made the experimental
results larger than the EGSnrc results). The agreement for
the 10 MV beam is clearly worse than that for other beams.
This is reflective of the beam instability (and possibly other)
issues for that beam. There are subtle hints of MV-clustering
of the data in Fig. 8, which may indicate second-order beam-
specific issues (related to the linac performance) that have not
been accounted for experimentally. It might also indicate a
small energy dependence of cross section errors.

lll.C. Suggestions for accurate transmission
measurements

The experimental protocol developed in this study al-
lows for transmission measurements to be made with ~0.4%
uncertainty (not including electron beam uncertainties) over
a signal change of a factor of ~60. Based on the details
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presented earlier, the following suggestions can be made for
accurate experimental measurements down to transmission
values of ~1.7%. Reference class 0.6 cc Farmer chambers
present a reasonable compromise between reliability, signal
size, and narrow-beam geometry. Their response can be eas-
ily manipulated with the choice of the buildup cap material.
Equilibration at the start of the irradiation and when revers-
ing the polarity is important.>*> Alignment and beam drifts
should be closely checked at the detector location because
the narrow-beam geometry amplifies their effects. Reliable
corrections for linac output fluctuations and for beam drifts
can be achieved with the combined use of the monitor signal,
the field-to-monitor ratio, and the Cu-to-monitor ratio. A rea-
sonable number of randomized short- and medium-term re-
peats is necessary to reduce bias from slow beam drifts. Rea-
sonably short signal collection times help identify and elim-
inate the data acquired during short-term beam instabilities.
Automating the measurements has its obvious conveniences,
but it also facilitates more randomized repeats and improves
beam stability because of the reduced beam interruption. Po-
larity corrections are large and variable, therefore they should
be measured individually for each data set; simple precau-
tions such as irradiating the chamber side-on (not head-on) or
adjusting cable positions help reduce the magnitude and the
uncertainty on polarity correction. Ion recombination is not a
major correction for the typical dose rate variations in trans-
mission measurements. Leakage varies significantly depend-
ing on the chamber-cable-electrometer system used, therefore
the contribution of leakage should be characterized for the in-
dividual system components, and reduced if necessary (e.g.,
larger chamber, shorter cables, and/or different electrometer).
If the electrometer has to be moved into the radiation room
(as done in this study), it should be shielded to protect its
radiation-sensitive circuitry without blocking proper heat ex-
change. Room scatter can be quantified using the shadow-
cone technique. Apparatus scatter can be quantified experi-
mentally and/or by Monte Carlo simulations. Accurate knowl-
edge of the mass thickness of the attenuators is critical. The
mass thickness can be determined accurately using a combi-
nation of linear dimensions, volume measurements, radiation
measurements, CT scans, and Monte Carlo sensitivity studies.
High-purity attenuators are not essential, but they reduce the
uncertainty due to the inexact knowledge of the impurities.
Temperature should be individually monitored at the different
locations where signals are acquired, and corrected for if nec-
essary. All the corrections above should remain at the level
of small perturbations to the main transmission signals in or-
der for the fully corrected signals to be credible. Monte Carlo
simulations are a useful tool for systematic investigation of in-
fluence quantities to confirm and/or supplement experimental
sensitivity studies.

The fully corrected transmission signals still include un-
avoidable components from nonprimary radiation: forward
scatter (coherent or incoherent) in the attenuators, positron
annihilation, scatter from and leakage through the collima-
tors, attenuation and scatter in the intervening air, etc. For the
purpose of benchmarking a Monte Carlo code, these effects
do not need to be corrected for because they are included in
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both the measured and the calculated transmission data. How-
ever, if it is desired to correct for these effects to obtain a pure
primary transmission signal (e.g., in the context of unfold-
ing photon spectra from transmission data), the methods that
were developed and validated earlier! to correct for nonideal
attenuation conditions should be applied to the fully corrected
experimental signals.

IV. CONCLUSIONS

In this study, detailed transmission measurements are per-
formed and used to benchmark the EGSnrc system. The hy-
brid experimental/Monte Carlo nature of this study was a
catalyst for refinements on both sides. On the experimental
side, the dominant potential contributors to measurement un-
certainties are beam drifts, polarity effects, leakage, and at-
tenuator mass thickness. Ignoring the experimental influence
quantities investigated in this study can collectively introduce
errors of more than 10% in the measured transmission sig-
nals. On the Monte Carlo side, accurate EGSnrc calculations
require the use of the most accurate data and physics mod-
els available in EGSnrc (including second-order effects). In
particular, accurate calculations require using the KM option
for bremsstrahlung angular sampling, which is shown to be
more accurate than the Simple option. The newly added
photonuclear attenuation has a significant effect on the cal-
culated transmission values for higher MV beams. Relative
transmission comparisons imply that EGSnrc is accurate
within 0.2% for relative ion chamber response calculations
over a wide range of spectral variations with transmission.
Direct comparison of measured and calculated transmission
data shows agreement better than 2% for C (3.4% for the 10
MYV beam) and typically better than 1% for Pb. The differ-
ences can be explained by acceptable photon cross section
changes of <0.4%. Given the small experimental and com-
putational uncertainties in this study, it can be concluded that
cross section uncertainties are the ultimate limiting factor for
the accuracy of the calculated transmission data (Monte Carlo
or analytical), and consequently the accuracy of any extracted
spectral information. The lowest energy beam in this study is
10 MV (the lowest stable MV beam on the linac). However,
the benchmark results can be extrapolated down to 6 MV
since there are no large changes in the physics processes or
the uncertainties on the cross section data. The beams in this
study are flattening-filter free, but the methods and conclu-
sions are equally applicable to beams with flattening filters.
A supplemental web report® contains the data needed for oth-
ers to benchmark Monte Carlo codes against the experimental
and EGSnrc results.
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