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Purpose: To develop a physics-based approach to improve the accuracy and robustness of the ill-

conditioned problem of unfolding megavoltage bremsstrahlung spectra from transmission data.

Methods: Spectra are specified using a rigorously-benchmarked functional form. Since ion

chambers are the typical detector used in transmission measurements, the energy response of a

Farmer chamber is calculated using the EGSnrc Monte Carlo code, and the effect of approximating

the energy response on the accuracy of the unfolded spectra is studied. A proposal is introduced to

enhance spectral sensitivity by combining transmission data measured with multiple detectors of

different energy response and by combining data from multiple attenuating materials. Monte Carlo

methods are developed to correct for nonideal exponential attenuation (e.g., scatter effects and

secondary attenuation). The performance of the proposed methods is evaluated for a diverse set of

validated clinical spectra (3.5–25 MV) using analytical transmission data with simulated

experimental noise.

Results: The approximations commonly used in previous studies for the ion-chamber energy

response lead to significant errors in the unfolded spectra. Of the configurations studied, the one

with best spectral sensitivity is to measure four full transmission curves using separate low-Z and

high-Z attenuators in conjunction with two detectors of different energy response (the authors pro-

pose a Farmer-type ion chamber, once with a low-Z, and once with a high-Z buildup cap material),

then to feed the data simultaneously to the unfolding algorithm. Deviations from ideal exponential

attenuation are as much as 1.5% for the smallest transmission signals, and the proposed methods

properly correct for those deviations. The transmission data with enhanced spectral sensitivity,

combined with the accurate and flexible spectral functional form, lead to robust unfolding without

requiring a priori knowledge of the spectrum. Compared with the commonly-used methods, the ac-

curacy is improved for the unfolded spectra and for the unfolded mean incident electron kinetic

energy by at least factors of three and four, respectively. With simulated experimental noise and a

lowest transmission of 1%, the unfolded energy fluence spectra agree with the original spectra with

a normalized root-mean-square deviation, %DðwÞ, of 2.3%. The unfolded mean incident electron

kinetic energies agree, on average, with the original values within 1.4%. A lowest transmission of

only 10% still allows unfolding with %DðwÞ of 3.3%.

Conclusions: In the presence of realistic experimental noise, the proposed approach significantly

improves the accuracy and robustness of the spectral unfolding problem for all therapy and MV

imaging beams of clinical interest. VC 2012 American Association of Physicists in Medicine. [http://

dx.doi.org/10.1118/1.3687164]
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I. INTRODUCTION

In clinical photon beams, knowledge of the photon spectrum

is needed for dose calculations in patients and for the calcu-

lation of spectrum-averaged dosimetric quantities and detec-

tor correction factors. Typically, the spectrum is estimated

by best matching measured depth-dose and profile data.

While this “self-tuning” approach is suitable for many appli-

cations, it has been shown that accurate knowledge of the

spectrum is needed for accurate dose calculations around tis-

sue interfaces and heterogeneities,1,2 and for accurate model-

ing of the energy response of detectors.3 A reliable method

to determine the true spectra would be useful for more robust

beam commissioning, for stricter testing of the dose calcula-

tion engines of treatment planning systems (Monte Carlo or

otherwise), and for better modeling of the energy response

of different detectors in a given beam.

Transmission analysis is a clinically-viable indirect

method to determine linac photon spectra. In this method,

transmission signals are acquired after the beam passes

through different attenuator thicknesses. In an ideal attenua-

tion geometry, the normalized transmission signals can be

expressed in terms of the unknown spectrum through a ho-

mogeneous Fredholm equation of the first kind given by
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where M(d, 0) and Mðd; xiÞ are, respectively, the measured

signal of detector d (most commonly an ion chamber) with-

out an attenuator and with an attenuator of thickness xi,

Tidealðd; xiÞ is the corresponding normalized transmission

signal in good-beam geometry, R(d, E) (called henceforth

the energy response of detector d) is the ion-chamber air-

cavity dose per unit energy fluence from monoenergetic pho-

tons of energy E, wðEÞ is the unknown photon energy flu-

ence at energy E at the center of the ion chamber when the

chamber is not present (this definition is chosen for the mere

convenience of making wðEÞ independent of the buildup cap

thickness for side-on irradiation using caps of different

thicknesses), lðEÞ is the linear attenuation coefficient of the

attenuator material at E, and El and Em are the lowest and

maximum photon energies, respectively. It is well known

that the weak dependence of l on E at therapy energies

makes the problem of unfolding spectra from noisy transmis-

sion data ill-conditioned, and the problem has been exten-

sively investigated over the years, as referenced below.

Previous studies on transmission analysis in the megavolt-

age energy range were mainly concerned with answering the

following question: given that transmission data offer little

spectral differentiation, how can we devise an unfolding algo-

rithm clever enough to still provide useful spectra? Answers

to this question include the methods of Laplace transform

pairs,4–6 direct matrix inversion,7,8 neural networks,9 and

iterative unfolding (including least-squares, expectation-

maximization, and simulated annealing) with: (a) a priori
spectral knowledge and smoothing constraints,10–17 (b)

regularization,18–21 or (c) spectrum parameterization.22–33 In

this study, before approaching the unfolding issue, we first try

to answer the more fundamental question: how can we make

the transmission data themselves contain more (and accurate)

spectral information? To this end, EGSnrc (Refs. 34 and 35)

is used to accurately model the energy response of the detec-

tor used (Sec. II A); the optimum use of multiple detectors

and attenuator materials is investigated (Secs. II B – II D);

and, correction methods for nonideal exponential attenuation

are developed (Sec. II E). The resulting improvements are in-

dependent of the unfolding details and would thus improve

the relative performance of any unfolding algorithm.

Next, we try to answer the question: using the transmission

data with enhanced spectral sensitivity, how can we make the

unfolding truly robust and portable for all therapy and MV

imaging beams? While many of the unfolding methods men-

tioned above demonstrated some success under custom condi-

tions, they typically have strong caveats that limit their

portability and usefulness. Laplace methods are extremely

sensitive to the chosen pair and require the attenuation coeffi-

cient to be a strong function of energy. Direct inversion meth-

ods are extremely sensitive to the experimental and numerical

noise. Neural network methods are limited by the scope, reso-

lution and accuracy of the training set. Iterative methods that

require a priori knowledge, smoothing constraints, and/or reg-

ularization [(a) and (b) above] are sensitive to the initial esti-

mate of the spectrum, the penalty/smoothing function, the

regularization parameter, etc. Therefore, in this study we

choose iterative unfolding with spectrum parameterization

(Sec. II F). In addition to its compact specification of a spec-

trum, this method has the most potential for true robustness

with standard least-squares minimization without requiring

unrealistic measurement accuracy or a priori knowledge of

the spectrum. Parameterization does not restrict the spectrum

any more than the smoothing or regularization constraints do

in the bin-by-bin iterative unfolding methods, provided that

the functional form used in the parameterization is accurate

and flexible. The functional form used in this study was con-

tructed and rigorously benchmarked in a precursor study.36 It

was shown to be accurate, robust, and flexible enough to rep-

resent the complete range of relevant MV photon spectra.

The performance of the approach proposed in this study

is evaluated for a diverse set of validated clinical spectra

using analytical transmission data with simulated experimen-

tal noise. A companion study37 presents the experimental

validation of the proposed approach using a dedicated

research linac whose photon spectra and incident electron

beam parameters are directly and independently known.

II. METHODS

II.A. Accurate modeling of the detector energy
response

Accurate modeling of the energy response of the detector

used in the transmission measurements is a prerequisite for

accurate unfolding of the spectra. If only one detector is

used, then the quantity unfolded from Eq. (1) is the product

Rðd;EÞwðEÞ. In this case, errors in R(d, E) translate into

type-B energy-dependent errors in wðEÞ such that the prod-

uct above remains unchanged. Those errors affect wðEÞ only
after the minimization, but the minimization itself is not

driven in the wrong direction by the errors in R(d, E). This is

one of the reasons that the accuracy of R(d, E) was not cen-

tral in previous studies. If, however, data from more than

one detector are simultaneously used in the unfolding (as

proposed in this study), then the quantity unfolded is wðEÞ
rather than the product above; therefore, errors in R(d, E)

(where d runs over all the detectors used) adversely affect

the minimization itself. This puts more emphasis on the im-

portance of accurate modeling of the detector energy

response.

In previous transmission analysis studies, the ion-chamber

energy response was roughly approximated by one of the

following three methods: (1) assuming that the material of the

chamber wall and buildup cap are air-equivalent, thus the air-

cavity dose, Dcav, equals the collision air-kerma, Kair
col, and

consequently, R(d, E) is proportional to ðlen=qÞair
, the mass

energy absorption coefficient for air;16,17,23,24,26,31,32 (2) meas-

uring the response at a few known low energies (e.g., 137Cs

and 60Co) then interpolating or extrapolating to other

energies;4–6,11–13 or, (3) developing approximate expressions

to take into account the deviation from air equivalence caused
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by the wall and/or cap materials.8,14,27 To the authors’

knowledge, no previous study on transmission analysis

used Monte Carlo for detailed detector modeling. In this

study, the EGSnrc usercode cavity38 is used to simulate

the detector energy response. The results are used to illus-

trate the effect of approximating the energy response on the

accuracy of the unfolded spectra, and to propose new meth-

ods that enhance the spectral sensitivity in the measured

transmission signals.

The example detector modeled is an Exradin A19 Farmer-

type chamber [Fig. 1(a)]. The chamber is fitted with one of

three buildup caps made of, respectively, polymethylmetha-

crylate (PMMA), aluminum or a tungsten-alloy with 90%

tungsten, 5% nickel, and 5% copper (the responses of an

NE2571 chamber with the PMMA and the tungsten-alloy

caps were previously validated using in-air off-axis ratio

measurements3). The caps have wall thicknesses roughly

equal to the CSDA range of 10 MeV electrons in their respec-

tive materials, which is sufficient in practice to provide full

buildup for typical therapy beams. The irradiation geometry

used for the energy response calculations is shown in Fig.

1(b). Calculations are done at 40 energies from 100 keV to 30

MeV, equispaced in logðEÞ to best capture the variation of the

response with energy at both low and high energies. The most

accurate low- and high-energy physics available in EGSnrc

are used for all simulations35 because the calculations are

done over a large energy range. NIST cross section data are

used for photons (XCOM) and for charged particles. The ki-

netic energy thresholds for the production and transport of

charged particles and photons are 10 keV. The statistical

uncertainty is kept below 0.1% so that its effect on the uncer-

tainty of the unfolded spectra is negligible.

Figure 1(c) shows that the assumption that the ratio

Dcav=Kair
col is constant with energy, which is the basis for

approximation 1 above, is not satisfied, even for low-Z caps.

The variation in this ratio, relative to its mean value over the

energy range shown, is 626%, 35%, and 120% for the

PMMA, aluminum, and tungsten-alloy caps, respectively.

The effect of this approximation on the accuracy of the

unfolded spectra when data from one or more detectors and/

or attenuator materials are used in the unfolding is discussed

in the results (Sec. III A).

II.B. Combined use of detectors with different spectral
sensitivity

Figure 1(d) shows the values of R(d, E) that correspond to

the data in panel c. The data in panel d show that the ion

chamber with a high-Z tungsten-alloy cap responds signifi-

cantly more to higher-energy photons than it does to lower-

energy ones (mainly due to the larger pair production cross

section for high-Z materials at higher energies). On the other

hand, the same chamber with a low-Z PMMA cap exhibits

an opposite trend. This observation suggests that, for a given

attenuator material and a given total number of transmission

measurements, if some of the chamber measurements are

made with a high-Z cap while the rest are made with a low-Z

cap, the spectral information contained in the combined data

will be more than the spectral information from typical trans-

mission measurements in previous studies which used an ion

chamber with one generic cap for buildup. In other words,

different R(d, E) can be used as spectral weighting functions

to improve energy differentiation. The large steady increase

in response at high energies for the chamber with a high-Z

cap is particularly appealing because it amplifies the slow

variation of lðEÞ in that energy range and thus improves the

conditioning of the problem. Optimization of the measure-

ment configurations with multiple detectors is discussed in

Sec. II D.

The concept of using two detectors can be extended to

using a combination of physically-different detectors with

FIG. 1. (a) egsþþ model (Ref. 42) of an Exradin A19 ion chamber (from

blueprints) fitted with a tungsten-alloy buildup cap. (b) Irradiation geometry

for the energy response calculations (not to scale). (c) Air-cavity dose, Dcav,

per unit collision air-kerma, Kair
col, to examine the commonly-used assump-

tion that Dcav=Kair
col is flat versus energy. (d) Air-cavity dose per unit energy

fluence. For comparison ðlen=qÞair
is also shown. The ratio of the data for

Rðd;EÞ=ðlen=qÞair
from panel d gives the respective data in panel c.
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different energy responses for further energy differentiation.

However, using one chamber with two caps of very different

Z has the advantages of experimental simplicity and consis-

tency in the combined input data to the unfolding algorithm,

without having to deal with differential detector effects.

II.C. Combined use of multiple attenuating materials

To avoid degeneracy in the solution when unfolding

spectra from transmission data using one attenuating mate-

rial, the l values for the attenuator must be monotonic with

energy—i.e., the minimum l must occur at an energy larger

than the maximum photon energy for the spectrum of inter-

est. Therefore, in previous studies high-Z materials (e.g.,

lead with lmin at �2:5 MeV) were deemed unsuitable as

attenuators for most therapy beams, and, except for the

work of Huang et al.10 (discussed below), only a single

low- or medium-Z attenuator was used (e.g., aluminum,

copper, or water/graphite with lmin at �7, 19, and 30 MeV,

respectively). It is, however, the slow variation of lðEÞ for

that single attenuator that causes the problem to be ill-

posed. This study proposes a different approach to the

choice of the attenuator materials as follows. Figure 2

shows that past 8 MeV the mass attenuation coefficient,

l=q, changes with energy much more rapidly for lead than

it does for graphite (by as much as a factor of 8 at 25

MeV), with the actual l=q increasing for lead and decreas-

ing for graphite. Therefore, for a fictitious spectrum with

no photons below 8 MeV, a high-Z attenuator clearly pro-

vides much better energy differentiation than a low-Z one.

This observation suggests that, for realistic high-MV beams

(e.g., 15–25 MV) and a given total number of transmission

measurements, if some of the measurements are made with

a high-Z attenuator alone while the rest are made with a

low-Z attenuator alone to eliminate degeneracy (proven

below), the spectral information contained in the combined

data will be more than the spectral information from trans-

mission measurements made with only one low-Z attenua-

tor. Additionally, l=q changes more rapidly for lead than it

does for graphite below 1.5 MeV (Fig. 2). Optimization of

the measurement configurations with multiple attenuators

and detectors is discussed in Sec. II D.

The following are additional relevant observations. Our

computational tests show that a third attenuating material

does not provide additional advantage. It also does not

replace the use of different-Z caps proposed in Sec. II B

because it only introduces attenuation effects, whereas the

responses of the ion chamber with the different caps shown

before are the result of a combination of attenuation and

scatter effects. For low-MV beams (e.g., 3.5–6 MV), Fig. 2

shows that making some of the measurements using a high-Z

attenuator does not provide good energy differentiation past

1.5 MeV. Finally, Fig. 2 shows that copper has no advantage

over graphite for low-MV beams or over lead for high-MV

beams and should thus always be avoided.

In the context of unfolding a 4 MV spectrum, Huang et
al.10 proposed to start with lead as an attenuator and then at

an optimum transmission value, Tswitch, switch to aluminum

while keeping the lead in the beam. The value of Tswitch was

determined by checking after each measurement which of

the two attenuators would provide more change in the aver-

age l of the attenuated spectrum per unit transmission for

the upcoming measurement. The check was achieved experi-

mentally by making an extra measurement after each attenu-

ator thickness using a thin ‘chopper’ material with

monotonic l (they used polystyrene), in which the average l
is determined. The approach basically uses a high-Z material

when the bulk of the photon energies falls below 1.5 MeV

and switches to a low/medium-Z material as the spectrum

hardens. On the contrary in our study, the high-Z attenuator

is used to accentuate the signal from the higher-energy pho-

tons, regardless of their relative fraction in the total energy
fluence. Also in the approach of Huang et al., determining

Tswitch requires extra measurements and on-the-fly calcula-

tions after each measurement until the material switch is

made. Its logic also makes it applicable only to low-MV

beams (e.g., 4 MV).

II.D. Optimizing measurement configuration with
simulated noise

The following methods are used to objectively determine

the best measurement configuration that employs the meth-

ods proposed above, and to compare its performance against

typical configurations used in previous studies. Each config-

uration below is tested for eight very different point-source

central-axis linac spectra, which are a subset of the validated,

high-resolution Monte-Carlo spectra that were used to

benchmark the functional form.36 The spectra are divided

into a low-MV group [Tomotherapy 3.5 MV (imaging), Var-

ian 4 and 6 MV, and Siemens 6 MV] and a high-MV group

[Varian 15 and 18 MV, Siemens 18 MV, and Elekta 25

MV]. The rationale for this division is that the optimum con-

figuration may not be the same for both groups due to the

shape of variation of l and R with energy.

FIG. 2. Absolute value of the rate of change of the mass attenuation coeffi-

cient (l=q) with energy. Lead provides better energy differentiation than

graphite below 1.5 MeV and again past 8 MeV.
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For all configurations below, the example low-Z/high-Z

attenuators and buildup caps are graphite/lead and PMMA/

tungsten-alloy, respectively. Whenever a configuration uses

only one buildup cap, it is the PMMA cap because it resem-

bles the configuration used in previous studies more closely.

Unless explicitly stated, all configurations have the same

total number of measurements (nm ¼ 24) and the same trans-

mission cutoff (Tmin ¼ 0:01—i.e., 1%). For a given transmis-

sion range, the successive attenuator thicknesses are integer

multiples of the smallest thickness. When measurements are

made with more than one buildup cap, the thicknesses used

with one cap for a given attenuator are the multiples

2; 4; 6;… of the smallest thickness, while the multiples

1; 3; 5;… are used with the other cap. For any given configu-

ration, measurements using different attenuators/detectors

are fed simultaneously to the unfolding algorithm.

The ten measurement configurations investigated in this

study are described here, and they are summarized in the

first three columns of Table II in Sec. III. In the first configu-

ration (C1), all 24 measurements are made using a graphite

attenuator and one cap. This configuration is similar to

previous studies and its performance is taken as the baseline.

In C2, similar to C1, only graphite is used as an attenuator

but the measurements are equally split between the two

caps. This evaluates the concept discussed in Sec. II B. In

C3, only one cap is used, with half the measurements made

with the graphite attenuator alone while the other half made

with the lead attenuator alone. This evaluates the concept

discussed in Sec. II C. In C4, the measurements are divided

equally among the four possible combinations of the two

attenuators and two caps, each forming a separate transmis-

sion curve with six data points. This configuration combines

the concepts discussed in Secs. II B and II D and it is the op-

timum configuration proposed in this study. In C40 and C400,
configuration C4 is re-evaluated for Tmin ¼ 0:1 instead of

0.01, and for half the total number of measurements (i.e.,

only three measurements per attenuator/cap combination, for

a total of 12 measurements). In C5, only one cap is used and

measurements are made by adding alternating thicknesses of

the two attenuator materials (i.e., the first measurement is

with lead, the second adds the same mass thickness of graph-

ite, the third adds lead, etc.). The rationale for considering

this configuration is that it may provide better sampling of

the spectrum. In C6, the concept of alternating measure-

ments of C5 is done for two caps, with 12 measurements

each. In C7, one cap is used and lead thicknesses are used up

to an arbitrary transmission value of 0.5, then additional

attenuation is done with graphite. The number of measure-

ments is 6 for lead and 18 for graphite. This configuration

represents an example of nonoptimum switch of materials

(compared to C9 below). In C8, the same details of C7 apply

except that the starting attenuator is graphite and the switch

is to lead. In C9, the approach of Huang et al.10 (discussed

in Sec. II C) is applied to the low-MV group of spectra (not

applicable to the high-MV group) using only one cap. Since

it is only a computational exercise, we chose the “chopper”

material, in which �l=q is calculated, to be a fictitious opti-

mal material (a mathematical construct) with strong and

monotonic variation of l=q with energy. In C10, the same

concept of C9 is used but for two caps, with 12 measure-

ments each.

Evaluation of the performance of various measurement

configurations is useful only if realistic experimental noise is

modeled and added to the analytical data. In this study the

simulated noise is sampled from Gaussian distributions with

the following standard deviations, r: r ¼ 0:15%T for

0:30 < T < 1:00; r ¼ 0:25%T for 0:10 < T � 0:30, and

r ¼ 0:40%T for 0:01 � T � 0:10. Those noise levels are

based on the uncertainty budget from the companion experi-

mental study.37 They already include the uncertainties asso-

ciated with the applied experimental corrections for polarity,

ion recombination, room scatter, etc., as well as the uncer-

tainties due to repeatability, linac drift, leakage, etc.

For each of the spectra and configurations above, trans-

mission data are calculated using Eq. (1), and then smeared

1000 different times with noise sampled from the Gaussian

distributions above. The noisy data are then used to unfold

the spectra according to the methods of Sec. II G below.

Since the unfolded spectra are specified using a functional

form with a few free parameters, then the most straightfor-

ward approach to evaluate the quality of a given measure-

ment configuration is to look at the range of variation of

those free parameters (around their correct values) when the

parameters are unfolded from the different noisy data. How-

ever, we found empirically that this approach is not useful

for many of the configurations discussed above because of

the ill-conditioned nature of the problem and the potential

for some correlation among the fit parameters in the func-

tional form. As an alternative, a set of five metrics, %DðXÞ,
are devised which are based on the deviations of the

unfolded spectra from the original spectra that are used to

generate the input transmission data. Those metrics are

defined in Table I.

II.E. Corrections for nonideal conditions

The measured transmission signals, Tmeasðd; xiÞ, deviate

from Tidealðd; xiÞ of Eq. (1) because Eq. (1) assumes ideal-

ized geometry in a vacuum surrounding and considers only

the primary photons. Previous studies typically ignored the

difference between Tmeas and Tideal. To quantify the effect of

this approximation and to develop the necessary correction

methods, a “best-realistic” transmission measurement setup

is constructed as shown in Fig. 3. It is impractical to make

the setup any closer to ideal geometry for reasons such as

the following. The source-to-chamber distance is the largest

possible distance with typical bunker dimensions such that

the chamber is reasonably far from the attenuator (to reduce

attenuator scatter) and from the room walls (to reduce back-

scatter). The irradiation field at the chamber is the smallest

possible field that covers its active volume to avoid partial-

volume irradiation uncertainties. The upstream collimator is

at the closest possible distance from the virtual source

located inside the linac head.

Certain deviations from ideal conditions are best corrected

for computationally, while others require experimental
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corrections. The following are the deviations that are suitable

for computational corrections, and they are investigated

below. (a) Signal reduction due to the additional attenuation

by the column of intervening air between the isocenter and

the chamber—i.e., in Fig. 3, it is the column of length

(200� xi� cap radius) cm. The reduction is largest for the

signal with no attenuator present. (b) Signal increase due to

all sources of forward scatter [attenuator(s), collimators, and

surrounding air]. (c) Signal increase due to backscatter contri-

bution from the back wall. On the other hand, the following

deviations require experimental corrections, and they are dis-

cussed in the companion experimental study.37 (a) Cable leak-

age due to Brownian motion and natural background. (b)

Radiation-induced cable leakage caused by room scatter

which, in turn, is caused by the linac head leakage. (c)

Increased cavity ionization due to room scatter (computational

modeling of this component would require detailed knowl-

edge of the linac head and room contents). (d) Differential ion

recombination effects.

EGSnrc is used to model the setup of Fig. 3 for various

attenuator/cap combinations with the point-source spectra

from Table I. Simulation results are presented in Sec. III B

below and they indicate that Tmeas can differ from Tideal by as

much as 1.5%, and that ignoring those differences has a non-

negligible effect on the accuracy of the unfolded spectra.

Therefore, the following two methods are proposed to cor-

rect for nonideal conditions, and the two methods are shown

to be equivalent. The first method is iterative as shown in the

flowchart of Fig. 4. It involves the following steps: (a) the

measured transmission data, Tmeas, are used without any

computational correction to unfold an approximate starting

spectrum, w0; (b) w0 is used to analytically calculate approxi-

mate ideal transmission data, T0ideal, using Eq. (1); (c) w0 is

also used as a point-source in EGSnrc simulations of the ex-

perimental setup to calculate approximate measured trans-

mission data, T0meas; (d) an approximate correction factor for

nonideal conditions is calculated as F0non ideal ¼ T0ideal=T0meas;

(e) F0non ideal is used to correct the measured experimental

data, Tmeas, such that T00ideal ¼ F0non idealTmeas; (f) T00ideal data are

used to unfold a revised spectrum, w00; and (g) steps b

through f are repeated until the spectrum converges. It is im-

portant to note that if minor discrepancies exist between the

TABLE I. Definition of the %DðXÞ metrics which are used to quantify the quality of spectral unfolding using different measurement configurations. The metrics

are similar to those used in our earlier study which evaluates different functional forms (Ref. 36).

Symbol Definition

ns Number of point-source test spectra in each linac energy group; ns ¼ 4.

Low-MV group: Tomotherapy imaging 3.5 MV,a Varian 4 MV, 6 MV, Siemens 6 MV.

High-MV group: Varian 15 MV, 18 MV, Siemens 18 MV, Elekta 25 MV.b

ng Number of times of Gaussian noise smearing; ng ¼ 1000; r¼ 0.15% T, 0.25% T and 0.40% T for, respectively, 0:30 < T < 1:00;

0:10 < T � 0:30, and 0:01 � T � 0:10.

nb Number of energy bins in a spectrum; nb ¼ 100.

wb Differential energy fluence for energy bin b of width dEb.

wav Average energy fluence; wav ¼
Pnb

b¼1 wbdEb=
Pnb

b¼1 dEb.

Em;Emp;Eav Respectively, the maximum, most-probable, and average photon energy of a spectrum.

Ee Mean incident electron kinetic energy in the Monte Carlo simulation that generated the photon spectrum.

Em ¼ Ee for monoenergetic electrons.

%Ds;gðXÞ For spectrum s unfolded from noisy transmission set g, the per cent deviation of the unfolded, u, from truth, t, for quantity X:

¼ ð100=ws;t
avÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1=nbÞ

Pnb

b¼1 ðw
s;g;u
b � ws;t

b Þ
2

q
for X ¼ w,

¼ 100jEs;g;u
e =Es;t

e � 1j for X ¼ Ee,c

¼ 100jEs;g;u
e =Es;t

m � 1j for X ¼ Em,c

¼ 100jXs;g;u=Xs;t � 1j for X ¼ Emp or Eav.

%DðXÞ For quantity X, the overall per cent deviation over the ng noisy transmission sets for a given spectrum, s,

then over the ns spectra of the energy group:

¼ ð1=nsngÞ
Pns

s¼1

Png

g¼1 %Ds;gðXÞ for X ¼ w;Ee;Em;Emp, or Eav.

aThe authors call the Tomotherapy imaging spectrum a 3.5 MV beam because Ee¼ 3.5 MeV (Ref. 36).
bEe for the Siemens 18 MV and Elekta 25 MV beams are only 14.7 and 19.0 MeV, respectively (Ref. 36).
cEm can be larger than Ee because of the energy spread of the incident electron beam in typical clinical linacs.Therefore, the unfolded endpoint energy is com-

pared with both the correct Ee and the correct Em.

FIG. 3. A typical transmission measurement setup (dimensions in cm; not to scale). The setup is used in Sec. II E to quantify the effect of nonideal conditions

and to develop the necessary correction methods.
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l values used in the analytical calculations of Tideal and those

used in the Monte Carlo calculations of Tmeas (possibly due

to interpolations using different-resolution grid points or dif-

ferent interpolation formulae), those discrepancies could

propagate exponentially and lead to type-B errors of the

same order as j1� Fnon idealj. For this reason, an identical
fine-resolution grid of NIST XCOM l values (2000 points

equispaced in logðEÞ between 10 keV to 30 MeV) is used for

both the analytical and the EGSnrc calculations.

In the second method, EGSnrc is used to generate a full

system response matrix. In this matrix, an element

Rðd; xi;EÞ is the energy response per unit energy fluence for

detector d to monoenergetic photons of energy E when the

full experimental setup is modeled with an attenuator of

thickness xi. The equivalent of Eq. (1) is then

Tmeasðd; xiÞ ¼
Ð Em

El
Rðd; xi;EÞwðEÞdEÐ Em

El
Rðd; 0;EÞwðEÞdE

: (2)

Since the matrix elements include the nonideal effects, no

computational correction is required for the measured trans-

mission data. In this study, the matrix elements are generated

for the exact attenuator thicknesses used, and for ten ener-

gies chosen to capture the variation of the chamber response

with energy. An example of the implementation of the two

correction methods is given in the results (Sec. III B).

II.F. Spectral functional form

To tame the unfolding problem, the energy fluence spec-

tra are specified using a functional form that was designed

and rigorously validated in a precursor study.36 The function

is based on the physics of bremsstrahlung production and it

has four free parameters, one of which is the mean incident

electron kinetic energy, Ee. It is given by36

wðEÞ¼
�

1þC3

E

Ee
þ
�

E

Ee

�2��
ln

�
EeðEe�EÞ

E
þ1:65

�
�0:5

�

�exp

�
�
�

l
q

�
W

ðEÞC2
1�
�

l
q

�
Al

ðEÞC2
2

�
; (3)

where E is the photon energy, l
q

� �
W
ðEÞ and l

q

� �
Al
ðEÞ are,

respectively, the mass attenuation coefficients for tungsten

and aluminum at energy E, and C1, C2;C3, and Ee are free

parameters. The function was designed to have a clear cutoff

at Ee, where wðEeÞ ¼ 0. This is useful when unfolding the

higher-energy part of the spectrum from transmission data.

The function was shown to outperform 11 other functional

forms from the literature in terms of the combination of ac-

curacy, flexibility, and robustness. For a diverse benchmark

set of 65 high-resolution Monte Carlo spectra of typical clin-

ical and research beams (3.5–30 MV), the function was

shown to reproduce the energy fluence values in each bin

with a normalized root-mean-square deviation of 1.7%. The

mean incident electron kinetic energy, maximum photon

energy, most-probable energy and average energy were

reproduced, on average, within 1.4%, 4.3%, 3.9%, and 0.6%

of their correct values, respectively. The differences between

the original spectra and their functional representations lead

to type-B uncertainties in the smallest transmission signals

[calculated analytically using Eq. (1)] with typical and maxi-

mum values of 0.1% and 0.2%, respectively.

II.G. Spectral unfolding with incident electron energy
estimation

The unfolding details presented here assume that Eq. (1)

is used (in conjunction with the iterative correction method

of Sec. II E). Identical methods are employed for Eq. (2).

For any of the ten measurement configurations discussed in

Sec. II D, the transmission data from different attenuators

and/or detectors are fed simultaneously to the unfolding

algorithm. Spectral parameterization and the enhanced spec-

tral sensitivity in the transmission data make it possible to

use the standard Levenberg-Marquardt least-squares minimi-

zation algorithm39 without loss of robustness. Analytical first

order derivatives of Tideal in Eq. (1) with respect to each free

parameter are calculated. The minimized objective function

is the standard v2, the sum of the squares of the inverse-var-

iance-weighted difference between the input transmission

data and those calculated analytically from Eq. (1) using the

estimated free parameters in a given iteration. Previous stud-

ies used different methods to evaluate the integral in Eq. (1),

including Simpson’s rule10 and Monte Carlo.30 In this study,

Gauss-Legendre quadrature is used. In this quadrature

FIG. 4. A flowchart of the iterative method to correct for nonideal

conditions.
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method the energies at which the weights are calculated

depend on the lower and upper integration bounds [El and

Em in Eq. (1)], and since Em is a free parameter (through Ee)

which varies with iterations, new energies, weights, and

attenuation coefficient values are needed for each iteration.

To avoid this computational overhead, a fixed large upper

energy bound is used to calculate the weights only once for a

quadrature of order 200. This order is large enough to limit

the integration errors to less than 0.01%. The lower-energy

bound, El, is always 10 keV. The interpolation in the detector

energy response is linear in R(d, E) versus logðEÞ.
During the minimization, Ee is treated as a free parameter.

For the proposed optimum configuration (C4 in Sec. II D),

Ee can be searched for concurrently with the other free

parameters using the least-squares algorithm. However, for

consistency with other configurations which are not as robust

when noise is present, a grid search is used for Ee for all

configurations (including C4) while minimizing the objective

function with respect to all other free parameters. In this case

the confidence limits on Ee are estimated using the graphical

v2
min þ 1 criterion,40 and the covariance matrix for the free pa-

rameters is missing its off-diagonal elements for Ee. We found

empirically that using such a matrix provides conservative

confidence bounds on the unfolded spectra. For configuration

C4 and comparable ones, the unfolding is truly robust against

initial estimates of the free parameters, indicating that the

global minimum is reached. For other configurations (e.g., C1

in Sec. II D, which was commonly used in previous studies),

the unfolding is robust enough to yield reasonable spectra,

which indicates that just using the proposed functional form

improves the unfolding robustness. Typical deviations

between the input and fitted transmission data are of the order

of the corresponding Gaussian noise, and the reduced v2
min

with 20 degrees of freedom (24 measurements minus 4 free

parameters) is of the order of 1. Minimization is virtually in-

stantaneous for most configurations, particularly for the one

proposed in this study, even with a reasonable-resolution grid

search of Ee.

III. RESULTS AND DISCUSSION

III.A. Effect of the energy response of the detectors

Figure 5 shows the effect of approximating R(E) on the

accuracy of the unfolded spectra. The original spectra shown

in Fig. 5 are generated from EGSnrc simulations of the full

linac heads.36 In panel a, the original 6 MV spectrum is used

as a point-source to generate two sets of noise-free analytical

transmission data using Eq. (1) with a graphite attenuator.

Set 1 is generated using the correct R(E) of the low-Z cap,

while set 2 is generated using the correct R(E) of the high-Z

cap. The generated data are then used in spectral unfolding.

When the correct R(E) is employed during the unfolding,

and the input transmission data are set 1 alone or set 2 alone

or the combined data from the two sets, the unfolded spectra

in the three cases are identical and are all given by curve a in

Fig. 5(a). The reason that the different data yield an identical

spectrum is that the data are noise-free and the minimization

is completely robust. Curve a is almost identical to the origi-

nal spectrum, which validates the unfolding mechanics and

demonstrates the flexibility of the functional form. When

R(E) is approximated as ðlen=qÞair
during the unfolding, and

the input transmission data used are set 1 alone or set 2 alone

or the combined data from the two sets, the unfolded spectra

for the three cases are curves b, c and d, respectively. Since

RðEÞ ¼ ðlen=qÞair
is a worse approximation for the high-Z

cap than it is for the low-Z cap [see Fig. (1)], curve c devi-

ates more from the original spectrum than curve b does.

When each bin value in curves b or c is scaled by the corre-

sponding ratio ðlen=qÞair=RðEÞ for the respective cap, the

resulting spectrum is identical to curve a in both cases. On

the other hand, no known scaling can be applied to curve d
to relate it to the correct spectrum because when multiple

detectors are used, the incorrect energy response adversely

affects the minimization itself, as discussed in Sec. II A.

For the 25 MV spectrum [Fig. 5(b)], curves a–d are gen-

erated as done for the 6 MV spectrum above. The additional

FIG. 5. The effect of approximating the detector energy response on the ac-

curacy of the unfolded spectra for point-source spectra of (a) 6 MV and (b)

25 MV beams. Transmission data are free of Gaussian noise to isolate the

effect. Spectra are normalized to unit energy fluence. See Sec. III A for the

details of the different unfolded spectra.
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curve e is obtained when noise-free transmission data from

the four possible combinations of the attenuators and caps

are simultaneously fed to the unfolding algorithm, and R(E)

is approximated as ðlen=qÞair
for both caps during the

unfolding. For both curves d and e which employ more than

one detector, the incorrect R(E)s affect the minimization

itself (not a simple scaling after the unfolding).

III.B. Effect of nonideal conditions

For the measurement setup of Fig. 3 with point-sources of

Varian 6 MV and Elekta 25 MV spectra, Fig. 6 shows the

EGSnrc results for the energy fluence spectra of the primary,

forward-scattered and backscattered photons seen by the

chamber for the smallest transmission signals. The figure

shows that the spectra of scattered photons are distinctly

different from the primary ones. The forward-scattered pho-

tons collectively contribute �1% to the energy fluence at the

chamber location. The spectra of backscattered photons are

dominated by two peaks: one is at 511 keV and it is due to

annihilation events, and the other is roughly at half of

511 keV and it is due to the kinematics of Compton back-

scatter [cf., Eq. 6–10b in Ref. 41]. Comparing panels a and

b, it can be seen that the spectrum of backscattered photons

is largely independent of the incident beam, and it is thus

also independent of the attenuator length. The contribution

of backscattered photons to the energy fluence at the cham-

ber location is found to be negligible (0.01% or less) and can

safely be ignored.

Figure 7 shows the magnitude of the correction factor for

nonideal conditions, Fnon ideal ¼ Tideal=Tmeas, where Tideal is

calculated using Eq. (1) and Tmeas is calculated using EGSnrc

for the best-realistic measurement setup of Fig. 3. The devia-

tion of Tmeas from Tideal is nonlinear with signal and can be

as much as 1.5% of the smallest signals. The deviation

depends on the beam energy and on the attenuators and

detectors used. The magnitude of the deviation is determined

by the interplay between the second-order attenuation and

scatter effects in the signals with and without the attenuator.

Figure 8 shows the effect of nonideal conditions on the

accuracy of the unfolded spectra and illustrates the two cor-

rection methods proposed in Sec. II F. When Tmeas data are

fed to the unfolding algorithm without correction, the

unfolded spectrum is curve a. For the iterative correction

method, curve a is the approximate starting spectrum. After

only one iteration, the estimated Fnon ideal is found to be

within 0.15% of its correct value because it is a ratio of a ra-

tio, and thus not very sensitive to the exact spectrum used to

calculate it. The unfolded spectrum after the first iteration is

curve b, and it is already very close to the original spectrum.

This suggests that empirically, only one iteration is needed.

For the correction method which employs an EGSnrc system

response matrix, curve c is the unfolded spectrum. The figure

shows that ignoring the corrections for nonideal conditions

FIG. 6. For point-source spectra in the setup of Fig. 3, this figure shows the

EGSnrc-generated spectra at the detector location after the beam passes

through an amount of material that reduces the collision air-kerma to 1% of

its original value: 8.5 cm lead for the 6 MV spectrum and 125 cm graphite

for the 25 MV spectrum. Spectra are normalized to unit energy fluence. The

spectra of wall backscatter are scaled down for graph clarity. The ratios of

the energy fluence from different scatter sources relative to the primary are

shown in brackets.

FIG. 7. The correction factor for nonideal conditions, Fnon ideal

¼ Tideal=Tmeas.
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reduce the accuracy of the unfolded spectrum, and that the

two proposed correction methods are equivalent.

III.C. Effect of the enhanced spectral sensitivity

Table II shows the results of evaluating the performance

of the ten different measurement configurations described in

Sec. II D using the eight spectra of Table I. The following

observations can be made. No extremely large deviations are

observed between the unfolded spectra and the original ones

for all configurations. This can be attributed to the accuracy

and flexibility of the functional form (without being over-

parameterized). Using multiple detectors of different energy

response (as done in configuration C2), or using multiple

attenuating materials (as in C3) clearly improves the unfold-

ing accuracy for both MV groups compared with C1 (the

base configuration). The unfolding accuracy of C2 and C3

are comparable to each other. When both multiple attenua-

tors and multiple detectors are used (C4), their combined

effect further improves the unfolding accuracy compared to

using either of them alone (C2 or C3). In C4, the excellent

ability to unfold the mean incident electron kinetic energy,

Ee, (within 1.4% of its correct value) is due to both the

improved sensitivity to the higher energy portion of the spec-

trum and the design of the functional form which has a clear

cutoff at Ee. The larger deviations when the unfolded Ee is

compared with the correct maximum photon energy, Em,

reflect the inherent ill-definition of Em for typical clinical

linac spectra.36 Using the average %DðXÞ values from the

two MV groups in Table II, it can be said that for configura-

tion C4, the unfolded energy fluence spectra agree with the

original ones with a normalized root-mean-square deviation

of 2.3%, and that the unfolded Ee;Em;Emp, and Eav agree, on

average, with their correct values within 1.4%, 4.8%, 4.4%,

and 0.7%, respectively.

Comparing C4 with C1, the enhanced spectral sensitivity

alone improves the accuracy of the unfolded spectra by a

factor of ð7:0þ 6:2Þ=ð2:3þ 2:3Þ � 3, and the accuracy of

the unfolded Ee by a factor of ð7:1þ 4:8Þ=ð1:4þ 1:4Þ � 4.

Those improvements are in addition to the accuracy

improvements from using the functional form of Eq. (3) (as

opposed to other forms in the literature), and the improve-

ments from properly accounting for the detector energy

response and the nonideal measurement conditions.

In C5 and C6, the interleaving of the attenuators does not

provide an advantage over C1 and C4, respectively. The per-

formance of C7 is better than that of C8 for both MV groups

because in C8 switching to lead as the spectrum hardens

FIG. 8. The effect of nonideal conditions on the accuracy of the unfolded

spectra for a point-source Elekta 25 MV spectrum in the setup of Fig. 3.

Curve a is the unfolded spectrum when ignoring the corrections for nonideal

conditions. For the iterative correction method, curve b compared to curve a
shows the progression of the unfolded spectrum with improved estimate of

the correction factor after only one iteration. For the correction method

which employs an EGSnrc system response matrix, curve c is the unfolded

spectrum. Spectra are normalized to unit energy fluence.

TABLE II. Overall performance of the ten measurement configurations described in Sec. II D. Analytical transmission data are calculated using Eq. (1) for

point-source spectra and smeared 1000 different times with the same level of realistic Gaussian noise. Table I contains the definition of the %DðXÞ metrics, the

levels of the simulated noise and the list of spectra included in the low-MV and the high-MV groups. Unless explicitly stated, the total number of measure-

ments, nm, is 24 and the transmission cutoff, Tmin, is 0.01 (i.e., 1%).

Measurement configuration Group of low-MV spectra Group of high-MV spectra

Index

Attenuator materials

and how they are used

#
%DðXÞ, X is: %DðXÞ, X is:

caps w Ee Em Emp Eav w Ee Em Emp Eav

C1 C full curve 1 7.0 7.1 8.5 10.9 1.6 6.2 4.8 7.1 10.1 1.4

C2 2 4.1 3.5 6.4 5.1 0.6 3.4 1.5 4.2 8.5 1.5

C3 C and Pb full curves 1 3.0 2.2 6.0 4.4 0.6 3.4 2.3 4.9 5.2 0.8

C4 2 2.3 1.4 5.2 3.2 0.4 2.3 1.4 4.3 5.6 0.9

C5 PbþC alternating 1 7.6 9.8 11.0 7.5 3.1 6.4 4.2 5.8 10.2 1.9

C6 2 3.6 2.7 5.9 3.7 0.5 4.2 2.6 5.5 7.3 1.1

C7 Tswitch ¼ 0:5: Pb to C 1 4.9 4.4 7.1 6.4 1.8 7.1 5.9 8.1 9.4 1.1

C8 C to Pb 1 7.7 8.6 9.7 7.6 2.7 10.6 8.1 8.3 15.8 3.2

C9 optimum Tswitch: Pb to C 1 3.8 3.9 7.2 5.1 0.6 — — — — —

C10 2 2.5 1.6 5.5 3.0 0.4 — — — — —

C40 C4 but Tmin ¼ 0:1 not 0.01 2 3.2 2.6 5.9 3.3 0.4 3.3 2.0 4.7 6.8 0.9

C400 C4 but nm¼ 12 not 24 2 2.8 1.9 5.5 4.1 0.6 2.9 1.6 4.5 6.4 1.0
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introduces degeneracy into the problem that is not eliminated

by any other measurements, and the effect worsens for the

high-MV spectra. The performance of C9 (not applicable to

high-MV spectra—see Sec. II C) is better than that of C7,

indicating that optimizing the transmission value for switch-

ing between materials improves the unfolding accuracy. The

performance of C10 is almost the same as that for C4, which

is expected for low-MV spectra. However, the necessary ex-

perimental overhead in C10 (see Sec. II C) makes configura-

tion C4 still more favorable.

Based on the observations above, configuration C4 outper-

forms all others for both MV groups, and it is thus recom-

mended in this study for all MV beams. With this

configuration and Tmin down to only 0.1 instead of 0.01 (C40

in Table II), %DðwÞ is 3.3%. This indicates that the enhanced

spectral sensitivity, combined with the robustness of the func-

tional form, are enough to extract accurate spectra with a

more compact setup and without having to deal with the

issues associated with small transmission signals. Also, with

only half the total number of measurements (C400 in Table II),

%DðwÞ marginally worsens to 2.85% compared with C4

(2.3%). This can be useful if data acquisition time is an issue.

Figure 9 shows the variation of the objective function dur-

ing a grid search of Ee for configurations C1 and C4. The

data are shown for a 25 MV spectrum where accurate spec-

tral unfolding is most challenging. The objective function

has a clear minimum in C4 compared with C1. Since the

noise level and the functional form used are the same in both

configurations, the increase in sensitivity to the maximum

energy is exclusively from the additional spectral informa-

tion in the transmission data. In C4, the objective function

minimum is not identical with different noise. This leads to

very close (but not identical) unfolded spectra, which reflects

the inherent ill-conditioned nature of the problem. The value

of the reduced v2
min is always close to unity, indicating

that Eq. (1) is able to model the input transmission data in

accord with the variance which, in turn, implies that the

functional form used in the model is not over-parameterized

or under-parameterized.

To graphically illustrate the quality of the unfolded spec-

tra when noise is present, Fig. 10 shows the 95% confidence

bounds on the unfolded spectra for configurations C1 and

C4. The bounds are estimated by evaluating the average and

standard deviation of the 1000 values of the unfolded energy

fluence at a given energy; the bounds are twice the standard

deviation above and below the average unfolded value. The

following observations can be made from the figure. The

bounds are much tighter with C4 than they are with C1,

particularly at the higher-energy part of the spectra (which is

the part that benefitted the most from the enhanced spectral

FIG. 9. For a point-source Elekta 25 MV spectrum, the figure shows the

variation of the objective function per degree of freedom (the reduced v2)

during a grid search of the mean incident electron kinetic energy, Ee, while

minimizing the objective function with respect to all other free parameters.

Data are shown for the optimum measurement configuration proposed in

this study (C4 in Table II) and for the typical configuration in previous

studies (C1 in Table II). Different lines represent smearing of the same

analytical transmission data with Gaussian noise (noise levels are defined in

Table I). Note that the correct Ee is only 19.0 MeV (Ref. 36).

FIG. 10. The 95% confidence bounds on the unfolded spectra for: (a) 6 MV

and (b) 18 MV spectra. The bounds are shown for the optimum measure-

ment configuration proposed in this study (C4 in Table II) and for the typical

configuration in previous studies (C1 in Table II). See Sec. III C for how the

bounds are estimated.
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sensitivity). The tight bounds for C4 indicate that making

some of the measurements with a low-Z attenuator does in

fact eliminate the degeneracy introduced by the high-Z

attenuator measurements while maintaining the benefit of

better energy differentiation. In any given configuration the

bounds are tighter at the lower-energy part of the spectra

because of the stronger variation of l with energy. For C1,

the bounds with either cap alone are comparable; however,

it is interesting that the bounds are tighter for the PMMA

cap at the lower-energy part of the spectra and tighter for

the tungsten-alloy cap at the higher-energy part. This is a

direct reflection of the shape of the energy response with

the two caps [Fig. 1(d)]. The irregular shape of the bounds

is a result of the shape of the functional form where the

unfolded spectra with different noise cross each other more

often at certain energies than they do at others, and thus

the bounds at those energies are tighter than the bounds at

neighboring energies.

For C4, the confidence bounds can also be determined

directly from a single noisy transmission set using the full

covariance matrix. This is possible because Ee can be

searched for as a free parameter concurrently with the other

free parameters in the least-squares algorithm (as opposed to

a grid search). For this direct method of confidence bounds

estimation, one must take into account that the scaling used

to normalize w to unit energy fluence is in itself a function of

the unfolded parameters. The bounds calculated directly are

found to be almost identical to the ones in Fig. 10 for C4

(including the two bottlenecks). This observation is an inde-

pendent validation for the methods used in the companion

experimental study where only one set of measured trans-

mission data is available.37 It is also an indirect validation of

the bounds for C1 in Fig. 10.

Finally, we used EGSnrc to quantify the effect on depth-

dose curves for the difference between the spectra unfolded

within the tight bounds of C4 and the original spectra. The

effect on the depth of maximum dose is within 1 mm, and on

the per cent depth dose at 10 and 20 cm is within 0.2% (rela-

tive to the maximum dose of 100). This indicates that the

spectra unfolded using the approach proposed in this study

are within the measurement uncertainties of dosimetric

quantities of clinical interest.

IV. CONCLUSIONS

In this study, a physics-based approach is developed

which improves the accuracy and robustness of the ill-posed

problem of unfolding megavoltage bremsstrahlung spectra

from noisy transmission data. The simple but surprisingly

unexploited idea of using multiple detectors of different

energy response, in conjunction with multiple attenuating

materials, significantly improves the spectral sensitivity of

the transmission data, particularly at higher energies where

spectral sensitivity is least. The proposed spectral functional

form plays a central role in taming the unfolding problem.

Inaccurate detector energy response modeling and ignoring

corrections for nonideal conditions both have a non-

negligible effect on the unfolding accuracy. Compared with

the commonly-used approach in previous studies, the

improvements in the accuracy of the unfolded spectra and in

the estimated mean incident electron kinetic energy are at
least factors of three and four, respectively. The proposed

approach does not require knowledge of the linac head

details or a priori knowledge of the spectrum shape or end-

point energy. The approach is shown to be valid for all ther-

apy and MV imaging beams (3.5–25 MV).
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